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Abstract

There 15 a growing need to devetop flexible./robust avionics to meet ever changing mission needs of the operational forces. Such
needs may conflict with other charactenstics required such as standardisation, increased rehability, durability and integnty.
Weapon system costs and assoctated aviomics costs continue te mcrease while military budgets continue to shnnk due to
changing world conditiens Thus 1t is even more important to mtelhgently resolve these often conflicung forces dnving
development efforts

These evolving trends, conflicts and challenges will be examined in this Lecture Senies with a view to enhancing dialogue,
undesstanding and improved plannmng.

This Lecture Series, sponsored by the Aviomes Panel of AGARD, has been implemented by the Consultant and Exchange
Programme

Abrégé

Des équipements d'avionique adaptatifs et robustes sont de plus en plus demandes pour faire face aI'évolution permanente des
besoins exprimés par les forces opérationnelles Or, 1l se peut que de tels besoins sotent en contradiction avec d’autres
spécrfications qui sont demanddes, telles que la standardisation, la fiabiluté renforeée, la darée de vie etintegnté

Les cofits des systemes d'armes et ccux des systemes d’avionique associés continuent a grimper, tandis que les budgets militaires
ne cessent de dinnuer en raison de la situation pohtique mondiale 1l est done i fortion nécessaire de résoudre intelligemment
les données souvent comtradictoires qui sont a la base de l'orientation des efforts de développement dans ce domaine.

Ces tendances. ces contlits et ces défis seront examinés lors de ce cycle de conférences, en vue de favoniser le dialogue, de
facituter la comapréhension et d'améhorer la plamification.

Ce cycle de conférences est présenté dans le cadre du programme des Consultants et des Echanges, »ous Fégide du Panel
AGARD dAvionmque.
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EVOLUTION OF AVIONIC SYSTEMS ARCHITECTURE,
FROM THE 1950'S TO THE PRESENT

Gary L. Ludwig
Technical Director

Directorate of Avionics Engineering
DCS, Int, :rated Engineering and Technical Management
HQ Aeronauticat Systems Division
WRIGHT-PATTERSON AFB, OH 45433-6503

SUMMARY:

This paper describes the cvolution of avionic systems
architectures in U.S. Air Force fighter aircraft, beginning with
the system design typical of the “Century Serics” aircraft (the
F-100, F-101, etc.) and progressing on through the long list of
fielded aircraft to the front-line fighters of today and beyond to
the systems currently under development at the Aeronautical
Systems Division. In paratlel with this description, the forcing
functions and catalysts for change of avionic systems
architecture are also noted. In this regard, the rapid shift to
digtal avionics made possible by the transistor and the
integrated circuit, wafer-scale integration, and high-density
mass memory devices has rapidly driven the evolution of
avionic system architecture. Attendant with such technology
advancements, pilot interface assocated with each new
generation of avionic subsystem has also continued to mature
and this also has had a major impact on system design. With
the ever-increasing capabilities of weapons systems, pilot
workload has increased dramatically. The need for
simplification, integration, and automation of operator
functions has become abundantly clear. The evolution of
system design features intended to ease the operator's burden
have greatly influenced system design, and these impacts are
also reviewed. In conclusion, a quick glimpse at future means
of supporting the pilot is provided and the implications on
future avionic system design reviewed.

PREFACE:

The purpose of this paper 15 to document the evolution of
avionic systems architecture, as well as the forcing functions
responsible for most significant changes in fighter aircraft
designs over the past 40 years. The paper will also address the
emerging technologies which are affecting our curren, avionic
system design development activities, as well as a- . =ipated
architecture issues in systems to be fielded throus out the
current decade.

INTRODUCTION:

As an introduction to avionics architecture, let’s first begin
with a definition: avionics architecture is that top level system
design characteristic which best describes the manner in which
system-level functions have been defined and implemented,
allucated to subsystems and integrated into the whole, such
that predetermined objectives and operational needs may be
satisficd. Architectures may be broadly described as*

(a) FEDERATED ARCHITECTURE. Systems
composed of many “stand alone" subsystems, wherein
cach subsystem is highly dependent upon the operator for
management (data inputs) and control (operating mode
selection). The operator must continually gather outputs
from each subsystein, develop and maintain an awareness

of total weapon system state, and make system-level
decisions regarding mussion objectives and execution.

(b) INTEGRATED ARCHITECTURE. Many
functions performed autonomously with.ia a system/
subsystem, with well-defined means for all subsystem
nteractions. Little need for direct operator intervention or
management of subsystems, except for high-level
decisions affecting realization of mussion objectives.

(c) HYBRID ARCHITECTURE. System designs
possessing both federated and integrated design
characteristics, containing mixtures of “stard alone”
subsystems and clusters of locally integrated subsystems
(supporting common, dedicated functions).

It is important to note that pilot performance plays a very
significant role in system design. The pilot’s activities and
functions must ultimately be integrated before total system
performance may be realized. Because of the attention
required of the pilot in federated designs, and ultimately
because of the continually increasing repertore of capabilities
and related numbers of avionic subsystems in each new
generation of fighter aircraft, the trend has been strongly
toward integrated system architectures, Such systems greatly
relieve pilot workload and permit better focus on
accomplishment of mission objectives. As will be seen, there
are a myriad of ways and means to satisfy mission objectives

.and ever advancing technology has had a magor impact on
system designs. This may be best illustrated by beginning with
the typical system architecture of the Century Series fighters
of the 1950's, and describing the evolution of avionic system
architecture to date.

THE 1950°s:

In uhe “Century Series” fighter aircraft (the F-100, F-101,
etc.) of this era, the typical avionics system archiecture was a
federated design. Most avionic subsystems designs were
isolated, stand-alone equipments ( see Figure 1). They were
largely based upon vacuum tube technology, employing
analog (or discrete) interfaces with dedicated controls and
displays. The pilot was the principal integrator, gathering
information from a multitude of sources ind exercising system
control through manipulation of toggle-switches or stacked
wafer (Ledex) switches, Because of the lerge number of
discrete components (transistors, resistors, connectors, etc.),
most subsystems designs could not perform reliably
throughout the variety of variety of operating environments.
These avionic subsysteras were also quite heavy and required
significant allocations of volume (which has always been
extremely limited in fighter aircraft). These characteristics
have been succinctly described by Longbrake (Ref. 1) 1n his
paper on “Avionics Acquisition, Trends and Future
Approaches”. Specific details and trends have been aptly
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Figure 1

captured in figures developed by Longbrake, two of which
have been extracted from his paper and included here for
reference (Figures 2 and 3). And finally, these subsystemns
were frequently diificult to integrate clectrically due to
stabilities associated with analog signals. For all of these
reasons, there was little or no backup or system redundancy,
and 1t was incumbent upon the pilot to gather and interpret
available information from his limited avionics suite to control
the air vehicle, to maintain situational awareness, and to
perform his assigned mission. With this limited repertoire of
system capabilities, the pilot was able to assimilate all
necessary informatton - and could do so quite reliably, given
sufficient training and experience, The greatest chink 1n the
armor was the low reliability of avionics systems (typically on
the order of 10 hours MTBF), and the inability to accept
failure of a critical avionic subsystem without affecting
misston success.

THE 1960's:

During this era, existing avionic systems capabihities began
to mature and most importantly, solid-state technology was
introduced. The reliability of many avionic subsystems began
to improve dramatically as use of the transistor became the
norm. In addition, significant advances n operational
capability were realized by the introduction of new avionic
subsystems such as the inertial navigation system, radar
systems, and the head-up display. However, the pilot was
becoming more and more burdened as additional subsystems
and funcuons were added, and the hist of operator tasks
associated with avionic systems began to grow. The need to
ntegrate or consolidate many avionic subsystems into larger,
more manageable and efficient units began to be recogmzed
and hybrid avionic system architectures began to emerge. Two
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good examples of such efforts to control pilot workload were
the “Flight Director System" (FDS) and the “Head-Up
Display” (HUD) (sce Figure 4). In the FDS, a muliitude of
individual cockpit instruments (attitude indicator, compass,
angle of attack indicator, radio navigation indicator, etc.) were
integrated into two primary instruments: the Attitude Director
Indicator and the Horizontal Situation Indicator. In addition,
the FDS presented command stecring cues which greatly
reduced the burdens associated with radio navigation and
instrument landing. Similar capabilities were consolidated into
the HUD, which permitted the pilot to gain necessary control
information while keeping his eyes out of thc cockpit (looking
for identifiable landmarks, targets, adversaries, and conflicting
traffic, while maintaining formation position). With increasing
use of the transistor, system weight and volume requirements
would have been expected to be reduced; however, the greatly
improved operational performance offered by newer
subsystems such as the inertial navigation system, radar, and
HUD caused system weight and volume allocations to
continue to grow (although at a somewhat reduced rate).
System architectures remained largely of federated design, and
as in the previous era, there was little opportunity to improve
system robustness or offer system redundancy.

THE 1970’s:

In this era the transition to digital avionics was fully
reaitzed. Truly integrated system architectures began to
emerge, and dependence upon the digital data bus began (see
example, in Figure 5). More importantly, avionics began to be
employed in flight critical applications (electronic flight
controls and terrain following systems). Sensor and system
capabilities continued to increase dramatically, including
smart stores and associated management systems. '
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Night/all-v eather capabilities began tu be realized.
Avionics weigat and volume allocations began to level off,
primanly due to inablity of the pilot to accept increased
workload associated with the management of additional
avionic subsystems. System architectures became highly
integrated, and the use of shared time division multiplexed
digital data buses (MIL-STD-1553) became the norm. It was
during this era that the full impact of the “information
everload” in the cockpit began to be recognized. The ability of
the pilot to properly select and interpret necessary information,
and to manage his weapon system in such manner as to realize
1ts full potential, became recognized as a kmiting factor and a
significant problem wch required resolution before
additional capabulities could be supported.

‘THE 1980’s:

In this era very few new fighter aircraft designs emerged;
wnstead, the capabilitics of existing aircraft were substantiatly
improved and upgraded, including the upgrading of avionic
systems. Digital, highly integrated avionic systems were
optimized to the extent that technology allowed. A good
example 15 the F-16C/D architecture (Figure 6), one of many
examples illustrated in the Mulnplex Applications Handbook
(Ref. 2). Prlot workload issues were fully recognized by Jean
R. Gebman (Ref. 3) and others, and inroads were made on
easing management and control of avionic systems. Controls
were optumized such that with minimal switch-throws or key
strokes, a single mode of operation could be selected (with
mary Jower-tier control actions performed automatically,

4

HUD, stores, and the flight control system for this specific
mission segment. Large scale integration computing devices/
chips enabled a much greater degree of automation, while
system weight and volume reauirements remained essentially
constant. Since physical size or processors was beginmng to
shrink, we could now afford to build in some redundancy to
gain system robustess. However, it became fully apparent
that if maximum advantage were to be taken ui emerging
sensor technologies, further automation of sensor system
management would be required. Because of the complexity of
such avionic systems, reliability and maintenance 1ssues began
to loom ever larger. While the reliability of individual
subsystems became much greater (due to the reduced number
of electronic components and interconnections within
subsystems), the ever growing number of subsystems began to
impact overall system reliability. The determination of fault
modes and failure Jocations became ever more difficult,
impacting maintenance activities and operational readiness of
aircraft, With the development of Very High Speed Integrated
Circuit (VHSIC) chips, the enormity of the software
development task also began to be felt. With the emergence of
immense processing capabilitics among various subsystems,
the difficulties related to parallel processing, time dependence,
and data correlation (i.c., data latency) within the avionic
system became a significant issue. By the end of ths era it
became apparent that significant changes in avionic system
architecture would be necessary if we were to take full
advantage of the new sensor technology (electronically
scanned arrays), high-throughput computing devices, and
wafer-scale integration techmques/surface mount technology

under computer control). For example, a simple selection of just beginning to emerge.
ground attack mode would automatically prepare the radar,
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THE CURRENT DECADE (1990's):

‘The systems architectures in the beginning of this cta are
exemplified by the preliminary design activities ongoing in the
Advanced Tactical Fighter (ATF) program. Due to the severe
pressures on the defense R&D budget, Congress mandated
that the Tni-Services (Army, Navy, and Awr Force) agree cn
standardized approaches to the development of advanced
systems architectures for the next generation of tactical
aircraft, including the Army’s “Light Helicopter” (LH),
Navy’s “Advanced Tactical Aircraft” (ATA), and the Air
Force’s ATF. This activity is ongoing within the Tn-Service

sponsored Joint Integrated Avionics Working Group JIAWG)
described in DOD's "Joint Integrated Avionics Plan for New
Aircraft”, dated March 1989 (Ref. 4). Ths architecture 15 a
derivative of the “‘Pave Pillar” architecture recently pioneered
by the Air Force Avionic Laboratory (Wright Laboratory).
These design standardization initatives are based on the use of
modular avionics, high speed fiber-optic data buses, common
processors, and reconfigurable systems architectures
employing common modules to support many avionic
subsystem functions. These common modules will depend
largely upon VHSIC chips and wafer-scale integration (Figure
7), allowing functions which were previously performed 1n
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black boxes sized to Air Transport Rack (ATR) standards to be
housed in relauvely small Standard Electronic Modnle - Size E
(SEM-E) packages (Figure 8). These modules vill be housed in
a common avionics rack (Figare 9), and will communicate via
high-speed (50 gigabits per second) data buses. The currently
favored bus design is the Linear Token Passing Bus (LTPB),
depicted conceptually in Figure 10. Such a net will permit well
disciplined bus management (as exemplified by MIL-STD-
1553), plus token passing to aid lower level background
communications between subsystems. High speed data buses
will also be employed for backplane communications between
modules, to permit rapid access to extensively shared data. The
common avionics rack will be liquid cooled to ¢nsure a
hospitable operating environment. Several modules will be of
common design, allowing a very robust design wherein system

In addition to the advanced capabilities of sensors and
processors, and redundancy of flight and mission cntical
functions, special attention 15 ting devoted to threat and target
detechion. Sensor correlation in systems utilizing two or more
dissimilar sensors will be employed to achieve better
identification; target files will be maintained and continuously
updated; target prioritization will also be a feature. All of these
functions will be automated, and many will depend upon

“expert systems” and neural networks (artificial intelligence), a

feature vhich is frequently viewed by the operator as a
“computer in the back seat” (1.e., a single-seated fighter
possessing the capabilities of a two-seated aircraft). Such
computer systems are being developed through the “Pilot’s
Assoc:ate” program by the Defense Advanced Research
Projects Agency (DARPA) (Ref. 5), in concert with the
military services. Additional research is being pursued by the
Air Force Avionics Laboratory and industry into automatic
target recognition. This capability will be based upon unique
pattern recognition algonthms and the synergistic effects of
dissimilar sensors (i.c., “sensor data fusion”), It is envisioned
that systems using this technology will offer a capability to
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reconfiguration may be accompl:shed on the fly, using spare Physical Bus ~====== LogicalRing
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identify and priontize targets, assigning target value while
assessing nsk of engagement, greatly increasing the
cffectiveness of our weapons systems.

Vehicle management tasks associated with internal
weapons system operation will be largely automated, and
mission management aids will be available to support in-flight
mission changes, perform related risk assessments, etc. The
pilot will be able to tailor the performance of such aids during
preflight mission preparations, to establish extent of autonomy
and control authonity to be delegated to the system. The pilot
will retain ultimate control authority, but he may confidently
depend upon “the computer” 10 assist him in managing his
weapons system and mission functions .

It is also expected that future systems will make extensive
use of integrated diagnostics, not only to ease the maintenance
burden but to allow in-flight system reconfiguration. Our goal
is to develop a next generation fighter which will be extremely
rehable and self-sufficicnt, capable of being sent on routine
deployments for up to 30 days without dependence upon
addiuonal support staff (maintenance personnel, ground
support equipment, and spares). Such weapons systems will be
expected to offer greatly improved mission reliability, and will
also enhance safety of flight.

In addition to the JIAWG initiative, the Deputy for
Avionics Control (ASD/AFALC/AX) is developing a Modular
Avionics System Architecture (MASA) design approach
(Ref. 6) whic« closely parallels JIAWG. It1s quite ltkely that
the first common modules denved from JIAWG / ATF design
activities will form the initial list of common modules; other
modules will be developed and added o the MASA list as
applications evolve. It 15 anticipated that the MASA approach
will be applied to both the update of older, existing aircraft in
inventory, as well as future aircraft to be developed throughout
this decade. Similar standardization initiatives are being
explored by industry, through several groups:

(1) Aeronautical Radio, Inc (ARINC), by their Airlines

Electronic Engineering Committee (AEEC).

(2) The Society for Automotive Engineering (SAE), by
their Avionics Systems Division.
(3) NATO Arr Standardization Committee, by the

Avionics Systems Working Party,

(4) Air Standardization Coordinating Committee,

Working Party 50,

The SAE has drafted a number of preliminary standards
pertinent to various aspects of modular system architecture,
avionic components, and high-speed data bus designs. Formal

mectings of SAE’s Avionics Systems Division are held twice
yearly, to rrview status and propose. updates to draft
document tion and to discuss recent industry experience and
findings relative to the viability of proposad design guidance.
The military services have also participated in this activity,
thereby insuring a balanced perspective of evolving

- quirements (i.c., consideration of operational requirements,
operating environment, maintenance support structure, etc.).
The AEEC meets formally on an annual basis, and it also has
produced draft design guidance. Whether the military services
will use any of these specifications and standards in the next
generation of weapons systems remains to be seen; it is
believed that economic forces may play as large a role as the
technical aspects, and .. . * 3¢ of common modules in both
civil and military aircrafi applicati.  could offer significant
financial benefits. Reliability ot performance of such systems
in particula:iy severe military operating environments will be
a major consideration. The NATO and ASCC activities meey
independently on 18-month cycles, and are beginning to
establish similar standards.

Several different R&D activities within our AF
laboratories are focusing on the pilot/vehicle interface. We
anticipate that the aircrew interface requirements will become
better defined and validated during this period, particularly
involving cockpit controls and displays. In the near term we
anticipate increased use of high density flat panel display
technology (which offers lighter and mor- reliable displays,
but at a cost of increased processing). Helmet-mounted
displays are also emerging which offer bettar situational
awareness and enhanced air-to-air tactical engagement
effectivencss. Other computer intensive capabilities include
in-flight mission planning (which will allow 1n-flight mission
changes, location of moving targets, and related situation
assessments/ mission success probability cstimations), terrain
mapping data (for autonomous nav-gation, threat vulnerabihity
assessments, terrain following/ terrain avoidance flight, and
artificial terrain displays for use at night or in adverse weather
conditions), optimal employment of active and passive sensors
and countermeasures, and integrated diagnostics to support
avionic system reconfiguration decisions and aircraft
maintenance activities.

FUTURE APPROACHES:

The manned air vehicle rersains the most robust means for
assuring a high missinn success rate. Acting as the on scene
commander”, the pilot is in the most advantageous position to
observe, measure, and evaluate progress toward
accomplishment of mission objectives. He will be capable of




making the most informed decisions regarding continuation or
abort of mussions. The future challenges are many, but two
stand out:

{}) The pilot must be adequately supported in the arena
of information management, In addion to threat and
target detection, identification, and prioriization, we must
factor 1 all available information (including that which
may be available from external agencies) pertinent to the
assigned mission We must present tins information in a
manner which best supports the pilct in his role as a
weapon system manager. For example, 1f the pilot wishes
to modify his flight plan to pursue an altemate mission,
sufficient resources and information must be available to
support thorough evaluation of most viable options ( and
assoctated nisks). Factors which must be considered
include level of exposure to threats and probability of
detection, capabtlities of on-board counter-measures
(including state of expendables ), weapon system health,
and required coordination with other mussion elements
(including formation members).

(2) We must develop weapons systems which are
reliable, of rcasonable cost, and which possess robust
design charactenstics. Such designs will depend in large
raeasure upon the ability to share resources (for example,
common processor modules), and graceful degradation
features which will insure a tolerable pilot workload and
sufficiently robust system capabilities to assure completion
of assigned missions (or capabulity to abort and safely
retum to base),

(3) We must carefully examine the viability of
knowledge based “expert” systems, with which to ease the
pilot’s task. Self-learming (neural net based) subsystem
architectures must also be included in this review.

When modular avionics system designs and associated
component developments come to frution, we can anticipate
that the core avionic system components will be widely
available and 1n numbers which will permut realization of
cconomy of scale. Peculiar system designs (for mission
pecubar sensors and applications) will be the principal drivers
of non-recurring hardware costs. As can be seen, all of the
requirements listed 1n the preceding paragraphs are software
intensive; one may readily envision that the principal costs of
future avionic system developments will be assocrated with
the development of software. If we are successful in
developing a good library of computer programs, which may
become standard programs (or which may be readily modified
as necessary for mission peculiar applications), the expenses
associated with sofiware development may also begin 10 level
off. We should also mention the need for high-density mass
memory devices; 1t appears that the laser disk memory has
great potennial to support idenufied functional requirements
Considering the evolving sensor technology (¢lectromcally
scanned arrays, etc.), shared antennas, flat-panel displays, and
common avionic modules, we belicve that the weight of

~++alled avionics (as a percentage of aircraft empty weight)
has leveled off and will remain at approximately 8 percent; we

do not foresee stgmficart changes in this decade. System
architectures which accommodate large amounts of parallel
processing are asswined, the typical OFP may contain 2-t0-4
muthion words! Further, integrated diagnostics may be
expected to identify and locate all faitures to the module or
system component level without dependence upon ground
SUpport equipment.

CONCLUSIONS:

The modular avionics system has high potennal for
controlling the escalating costs of advanced aviomc systems.
With its basic simplicity, its building block approach and task
onented functions, we believe that standardization benefits
and economy of scale of this approach will ultimately force
system architectures to move in this direction. With the large
amounts of parallel processing anticipated in future systems,
the use of igh-speed ntra-system (fiber-optic) networks will
become the norm. In addition to the transmussion of sensor
data (and attendant time correlation requirements 1n the data
fusion process), common access to large amounts of stored
data will place additional demands on high-speed networks.
Of greatest concern will be the development of mission
peculiar hardware and system software. With proper
management attention and dedicated effort towards butlaing a
standardized suite of core modules and a library of
standardized computer programs and software development
tools, new system designs may be efficiently developed and
future costs of avionics may be readily controlled.
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1. SUMMARY

USAF avionics standardization increased 83%
in applications from 1980 to 1990.
Documented cost avoidance of $1.3 billion
dollars was achieved along with improved
operational effectiveness. For continued
success in avionics standardization, efforts
are underway to identify and evaluate
methods historically used to assess avionics
applications and requirements,
Standardization measures and lessons learned
from past efforts are also being evaluated.
Information cbtained will serve as the point
of departure for assessing the dynamic
programmatic, operational, and technical
forces affecting current and future avionics
system architectures. Results will help
determine future standardization and
comonality initiatives. Preliminary
analysis indicates a need for change in the
selection and application criteria for
standardization and comonality efforts.

This r reviews avionics standardization
from 1980 to 1990. Background, definitions
and anticipated benefits of avionics
standardization are presented followed by
the current extent of standards application
and associated cost avoidance summaries.
Lessons learned from the past 10 years are
highlighted along with efforts underway to
define a set of standardization application
and implementation criteria designed to
identify future avionics standardization
initiatives and quantify anticipated
benefits.

2. BACKGROUND

Between 1975 and 1977 there was increasing
concern at senior policy leveis over
avionics management. Examples included:
lack of a broad, horizontal (across weapon
systems) picture; increasing role of
avionics due to technological advances;
proliferation of avionics (e.g., 43 unique
Inertial Navigation Systems); increasingly
camplex logistics support; and perceived
unaffordable solutions, During the late 70s
and early 80s the Air Force established
poli to ensure cost effective, reliable
avionics meeting required mission
requirements. Attention was focused on
rational use of standards as a strategy to
meet this objective. Use was based upon
programmatic, technical, and cost analysis
versus "for standardization sake™, hence the
termm "rational standardization". Trades and
analysis were to be done early in the
aoqu.{sition process in order to make the
best decision.

Before reviewing Air Force success using
this approach, same definitions are
provided. These are not standard
definitions, but will be used for this

paper.

Standard Avionics — Avionics which conforrm
to specific requirements established and
documented by at least one Department ol
Defense (DOD) organization.

Conmon Avionicg ~ Avionics which have
maltiple applications within an aircraft
or across multiple aircraft.

Core Avionics - Core avionics consist of
those avionics systems that are typically
found on any aircraft. Examples include
radio/comunication systems, navigation
equipment and displays/instrumentation.

Avionics Standards can be divided into two
areas: hardware standards and architectural
standards.

Avionics Hardware Standards - Avionics
equipment which is developed or adopted
to be a standard to fulfill requirements
for a functional capability. The highest
level of hardware standardization occurs
at the line replaceable unit (LRU) level.
These LRUs constitute the actual
subsystems (i.e. "black boxes"). A common
method of hardware standardization
involves procuring a family of hardware
standards to meet several mission needs
verses one. Examples include the Standard
Central Air Data Camputer (SCADC) and the
Standard Flight Data Recorder (SEDR).
Examples of avionics hardware standards
are: ARC-164 UHF Radio, ARC~186 VHF Radio,
ARN-118 TACAN Set, Standard Central Air
Data Computer, Standard Flight Data
Conputer, and Standard INU.

Avionics 3rchitectural Standards ~
Architectural standards generally govern
how avionics equipment and subsystems
interact to make up the aircraft avionics
suite, These standards descraoe how
avionics systems communicate with each
other through buses, computer instruction
set architectures or digital infommation
from higher order languages (HOLs)
instructions. From 1980 to 1990 the USAF
architectural standards in use include:
HOLs, MIL~STD 1813 Ada and MIL-STD 1589
Jovial; ISA, MIL~STD 1750; multiplex data
bus, MIL~STD 1553; and the aircraft/stores
interface, MIL-STD 1760,
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Avionics Functional Areas -~ Avionics
functions can be divided into the areas as
shown in Table 1.

C COMMUNICATIONS

co CONTROLS AND DISPLAYS
o] ELECTROMAGNETIC COMBAT
FL FLIGHT CONTROLS

1=/ IDENTIFICATION

N NAVIGATION

RE RECONNAISSANCE

8l SYSTEM INTEGRATION

TA/S TARGET AOQUISITION/STRIKE

Table 1 - AVIONICS FUNCTIONAL AREAS

Avionics Norenclature — For designation
purposes avionics hardware items are
assigned namenclatures through the Joint
Electronics Type Designation System.
Examples include ARC-164 UHF radio, ARN-—
118 TACAN, AAU-34/A Altimeter, etc.

Avionics Installation - Indicates quantity
of aircraft a specific namenclature is
installed on taking into account quantity
per aircraft.

Class V and IV Modifications — Typically
Class 1V modifications represent
reliability and maintainability (R&M) and
safety improvements. Class V
modifications provide capability
increases.

3. _EVOLUTICN AND APPLICATION OF STANDARDS

In many cases, the Air Force has elected tc
adopt a successful avionics subsystem as a
hardware standard for subsequent
application.These were and still are
referred to as defacto standards. In other
cases, a subsystem was developed and
acquired as a standard item. A large
percentage of these ("developed as a
standard") replaced older sistm to provide
reliability and maintainability (R&M)
improvements. Architectural standards on
the other hand, resulted fram pursuit of
laboratory technology developments. Once a
standard was developed for two or more
applications, the system engineering process
determined whether it was applied to other
platforms. For both hardware and
architectural standards, each program office
analyzes various avionics alternatives. each
program office analyzed various avionics
alternatives. Based upon cost, schedule,
performance and supportability each program
director selected the best approach.
Typically, if an avionics standaxd
alternative was picked, it was selected
because it provided the required capability
at the lowest ICC. In this regard,
assuming functional adequacy, cost was the

mmber one measurement or metric.

4. BENEFITS

Several avionics standardization objectives
were cited in a 1986 study' conducted for
the Deputy for Avionics Control (ASD~
AID/RX) . They were derived through review
of several past avionics standardization
programs and interviews with personnel from
the military and industrial commnity.
These cbjectives were identified in the
study as criteria by which the avionics
community has defined, measured and judged
the success of avionics standardization.

WIDE APPLICABILITY

©O8T AVOIDANCE

A18K REDUCTION

EABE OF INTEQGRATION

TECHNOLOGY MATURITY

ADAPTABILITY TO CHANGING REQUIREMENTS
EASE OF TECHNOLOGY INSBERTION

ENHANCED RELIABILITY AND SUPPORTABILITY

Table 2 - ANTICIPATED BENEFITS

"Benefits"” shown in Table 2 are
interrelated, but are not neceusarily listed
in priority order. For example, high
reliability of a mature,low risk standard
contributes to the cost avoidance
agsociated with using that standard in lieu
of a less reliable item, In the past, the
principal tangible benefit was cost
avoidance. Previous LCC ana.l.ysesz indicate
a 15% to 25% cost avoidance with use of a
hardware standard, 30% for ISA, and 85% for
a standard bus. These percentages were not
substantiated nor discounted because both
unique and stendard options were not
pursued; however, previous government and
industry studies supported these
percentages.,

5. APPLICATICN OF AVIONICS STANDARDS
5.1 HARDWARE STANDARDS BY ATIRCRAFT TYPE

One measure of standardization progress is
the titative change in lication of
stan (hardware and architectural).

Using data from the Aixr Force Avionics
Planning Baseline (APB)? document, the
nurber of avionics subsystems, i.e.,
nomenclatures, were totaled for 1980 and
1990. This was a unit count and did not
consider cost. Percent standardization was
determined based on the nunber of hardware
standards compared Lo Lhe tolal nuiber of
nomenclatures. Data indicated that in 1980
11% of the nomenclatures were considered
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standard (predominately in the area of
communication, e.g., ARC-164 UMF radio) and
in 1990, 19% of the systems were standard.
This represents an 83% increase in
application of avionics hardware standards
over the past 10 years. As mentioned
xekusly, cost was not a consideration so
a $1,0000,000 radar was equal to a $10,000
radxo for this single parametexr accounting.

AVIONICS HARDWARE STANDARDS
% INCREASE 1980 TO 1000

% INCREASE

300% o
250% |- 200%
200% |
150% | 0%

W04%
100% 30% 8I%

01%
s0n |- az "
o% N " " A l Y . "

ATTAOK BOMBER QARGO/ FIGKTER RECON YRMN(R ALL
TANKER ICAAFT

AIRCRAFT TYPE

Figure 1

Figure 1 shows this increase by aircraft
type. Soame acbvious results are highlighted.
Boanbers and cargo/tanker aircraft showed the
largest increase. Although fighter aircraft
had the smallest increase, this does not
imply a significant difference in overall
totals.

AVlONlCS NOMENOLATURES
GE FROM 1080 TO %00

% OHANQE IN TOTAL NUMBER
30%

%

24%
208 _19% %
18%
1%
10%
(314 %
1
o%j- —J

-2%
AT TAOK BOMBER CARQDs  FIGHTER REOON TRAINER
TANKER

-6%

ARORAFT TYPE

Figure 3

Figure 3 shows the increase in avionics
nomenclatures over the last 10 years. This
represents the increase in total nurnber of
avionics nomenclatures (total suite) and not
the total change, i.e. all Class IV and V
modifications.

Figure 4 shows the percentage of Class IV
and Class V modifications completed based on
the nunmber of narenclatured items in 1980.
As this figure depicts, typically there were
more capability enhancements than ReM
improvements on high performance aircraft,
with the opposite true for cargo/tanker
aircraft. Figure 5 shows totals for Class
IV and V modifications and what portion of
these changes were addition of standards.

AVIONICS HARDWARE STANDARDS
% STANDARD NOMENCLATURES 8 INSTALLATIONS

30‘ WITHIN AIRCRAFT TYPE

° AT TACK BOMBEN OARGO/ FIGHTER RECON  TRAINER

NHWAFT TYPE

() 1980 NOMENCLATURES 23 1080 INSTALLATIONS
(ER 1000 NOMENCLATURES B 1000 INSTALLATIONS

AVIONICS CHANGES
980 10 1000

% OF 1080 AVIONICS SUITE
0%

80%
40}

30%
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ATTACK  BOMBER CAHOO/ FIGHTER RECON TRAINER

Amcmrr TYPE
CIoass v TYcLass v

Figure 2

Figure 2 indicates fighters started with a
higher nunber of standards in 1981 than
other aircraft; however, their increase over
the next ten years was a lower percentage.
Figure 2 shows the change in nurnbexr of
nomenclatured items and the change in
quantity of aircraft installations. For
example, on bonber alrcraft in 1980, the
standards were evenly distributed, i.e.
both 5%; however, in 1980 the o/tanker
aircraft which had larger guantities, had

more standards (9% and 25%) .

Figure 4

5.2 HARDWARE STANDARDS BY AREA

In prior years, statements indicated that
the growth of avionics standards would be in
the core avionics area, i.e.,
camunications, navigation, and controls and
displays (including ruments). Rationale
pointed to the samewhat universal
applicability, core avionics subsystems
offered. It was not surprising, that after
reviewing APB data, this ars to have
been substantiated from 1980 to 1990.
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novenclatured items, i.e. ARC-164, ARC-190,
STANDARO“Q\{)I(Y)(;‘HV% CHANGES ARN-118, etc.

% OF 19680 AVIONICS SUITE
00%

AVIONICS INSTALLATIONS
BY FUNCTIONAL AREA
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For each of the avionics functiocnal areas
listed previcusly, Table 3 shows the
quantity of avionics hardware standards Figure 7
currently in the inventory.

Figure 7 shows how these items were
distributed by installation. The data

FUNOTIONAL  QUANTITY'  pEmGENT OF indicates the majority of avionics
AREA TOTAL 8TA DARDS subsystems were controls and displays,
c 4 12% navigation and comunications equipment
() " 2% respectively. As a percentage of actual
EC 2 0% installation, the controls and displays area
FL : 3% had far more installations than any other
o % functional area.
N ') 2%
st 1 a%
TA/S ! 3%
TOL <3 AVIONICS STANDARDS
* ONE PER FAMILY MENSER INSTALLATIONS BY FUNCTIONAL AREAS
Table 3 - ATONICS HAHOWARE STANDARDS BY FUNCTIONAL AREA 60% % OF FUNOTIONAL AHEA INSTALLATIONS
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AVIONICS NOMENGLATURES
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ny Figure 8
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l | ‘ Figure 8 shows the mumber of standard
ox | installations, of which communications had
o ) B ool Anear st TAs the largest nunber. BAgain, data indicates
that cammunications, navigation and

controls and displays were the dominate
Figure 6 areas. Also, the controls and displays
a(;ga had7a xzrggy hi& J'_nstall:(t;ion count

More detailed data concerning the muber of igure 7, 2%), campared to the
avionics nomenclatures and corresponding peaisbriming t-""ggzﬁrﬁ? had (;10" pgr"igg)c’f
nunber of installations (aircraft installs) n ations (kigure B, ‘
by functional area was tabulated. The
nurber of nomenclatures is shown in Figure
6. This data does not represent the mumber
of installations, only the munber of unique
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5.3 ARCHT STANDARDS

To examine the use of architectural
standards two methods were used. The first
examined the use of three standards
(MIL~STD-1553, MIL~STD-1750, and
MII~STD~1859) across the fleet by aircraft
type. Data was collected on the nurber of
aircraft by Mission-Design-Series (MDS)
which used MII~STD-1553. This was weighted
by the quantity of MDS aircraft. For
example, if an aircraft MDS had an
application of MIL~STD-1553 and there were
200 of these aircraft, this represented a
count of 200. Figure 9 provides the
results. The overall usage percentage of
MII~STD-1553 is 61%.

25 -

aircraft (fighter, bomber, and cargo). Data
was collected on usage of four architectural
standards. For MIL~SID-1553 the nunber of
total connections to a bus was determined
and a percentage taken of those connected
to a MIL~STD—-1553 bus. Foxr MIIL~STD-1750 the
total number of 16-bit processors was
determined and a percentage taken for those
that were MIL~STD~1750. Lines of code which
were written in MIL~STD-1589 were counted
and a percentage of the total determined.
For MIL-STD-1760, the number of MIL~SID-1760
connections cmd to total connections
was also dete Figure 10 provides the
results.

ARCHITECTURAL STANDARDS
BY AIRCRAFT TYPE

% OF TOTAL INVENTORY BY AIRORAFT TYPE
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Figure 9

Figure 9 shows that high performance
aircraft such as fighters, have extensively
used MII~STD-1553 to lower
performance aircraft such as cargo/tanker.
One possible reason could be that the lower
performance alrcraft are typically older
systems and they pursue fewer major
upgrades. The majority of their
modifications stem from R&M improvements.

For MIL~STD-1750, the same t of
methodology was employed. at is, if MIL~
STD-1750 was used anywhere on an aircraft
MDS, it was counted. For MIL~STD-1750 the
data was not readily available because
records did not consistently indicate MIL~-
STD 1750 usage for embedded computers.
Figure 9 shows the results recognizing that
it represents a conservative estimate for
the nunber of applications. Again, this
standard was used more extensively on the
higher performance aircraft with the same
gossible rationale as MIL~STD-1553. mm

also shows the percent of aircraft ch
had at least one enbedded coamputer using
MIL~STD-1589.

The above methodology does not provide the
extent of use on board an aircraft. The
second method examined three types of modern

Figure 10
6. AF AVICNICS STANDARDIZATION INVESTMENT

Ancther measure of standardization progress
is the cost avoidance associated with using
standaxds. Recently the Deputy for Avionics
Control, while the gains and
payoffs in avionics standardization over the
last 10 years, assessed the current AF
investment in avionics standardization.
Based upon this, the cost avoidance
associated with this AF investment was
determinyd. A gain was defined as the
application of standards and a payoff was
defined as the cost avoidance associated
with using standards. Totals fram previous
studies indicated a minimum cost avoidance
of $1.8 billion. Results from these
studies were used as justification to pursue
development or use of a standard but were
not completely validated, since both
alternatives (standard and non—standard)
were not pursued, Therefore, there was a
need to reassess the currert cost avoidance
in order to use it as a metric from which
future assesaments could be measured.

The method used examined life cycle costs B
associated with weapon systems, avionics F
systems and standard avionics. By
structurinhci; the approach in this manner,
relationships were established which showed
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the portion of overall weapon system LCC
associated with standards and also the
portion of avionics ICC associated with
standards. In order to campare resultant
data with previous studies, a 15 year ICC
was computed in FY89 dollars. The 1CC
included development, production and
operations and support costs.

Preliminary efforts concentrated on
representative aircraft within the attack,
fighter, bomber, trainer, cargo/transport,
and reconnaissance type aircraft. Two
fighter aircraft were examined, one older
version and one newer version. This data
was then extrapolated to include the total
aixcraft fleet. For these aircraft avionics
ICC and standard avionics IOC was
extracted. PODS were not considered. Data
sources included AF cost libraries, AFLC
data systems (0&S), Government and Industry
studies and the ASD-AID/AX data base. Data
elements are summarized in Table 4.

WEAPOW OYSTEM:

NRORAFT TYPE
OUANTITY

AIRFRAME DEVELOPMENT OO8T

ARCRAFT DEVELOPMENT 0O8T

FLYAMAY UNIT COBT

8 YEAR OPERATIONS AND SUPPORT 00T
ARONOE AND BTANDARD ANONIOS:

QUANTITY PER AIRORAFT

OEVELOPMENT COST

UNIT 0O8T

8 YEAR OPERATIONS AND SUPPORT COST

Tehie 4 - LIFE CYCLE OOST DATA ELEMENTS {156 YR LCC)

Once the 15 year investment associated with
standard avionics was detemmined, a 20%
value was used to determine the cost
avoidance associated with the use of these
gt;gndards. The 20% figure was validated

ed upon the average percentage cost
avoidance previous studEZs had predicted for
use of standard alternatives. It may vary
for specific uses ; however, it was used as
a baseline at this level of aggregation.

For architectural standards extrapolation
was not done., Actual investments were
determined for all applications. Based upon
previous studies, cost avoidance figures of
30% for an ISA and 85% for a data bus were
used.

Figure 11 provides relative estimates from a
weapon system perspective of the percent of
avionics 1CC 1;a;:d sté;nda.:d avionics ICC
associated with each weapons system type.
The investment in standard avignics
indicates the gains made in avionics
standardization and can serve as a haseline
for future assessments. Also shown is the
cost avoidance (paywff) associated with the
use of standards related “o the overall
weapon system cost.

As seen from Figure 11, avionics investment
is higher in the more complex aircraft
(barber, fighter, recon) which was due to
the high cost of mission avionics., For
attack, cargo and trainer aircraft the
avionics investment is a smaller percentage
of the overall weapon system cost.

WEAPON SYSTEMS GAINS
16 YEAR LOO

% OF AVIONICS L.CC
100

AIRORAFT TYPE
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Figure 11

Figure 12 shows the standard avionics
investment and standard avionics cost
avoidance as a percentage of the total
avionics investment., There were no
surprises in that the standard avionics
investment indicates a higher percentage of
the avionics investment on the cargo and
trainer type aircraft, than the more complex
barber and fighter type aircraft. This was
due to lower avionics unit costs. For
example, on a fighter aircraft, the million
dollar cost of the radar far outweighed a
low cost instrument.

AVIONICS GAINS
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Figure 12

Figure 13 summarizes the gains and payoffs
for the last 10 years. This is shown from a
total weapons system perspective and from an
avionics perspective,
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7.0 Iessons Learned

Over the last ten years by virtue of going
through the processes of pl ,
developing and :gplying standards, there
have been several key points which lend
themselves to be categevized as "Lessons
Learned". These fall into the following
areas: Metrics, Timeliness of Standards,
Cost Avoidance — Contributing Factors,
Avionics Standardization Criteria, and lLong
Range Modification Planning verses Short
Term Requirements.

7.1 Metrics

Past estimates for the increase in
application of avionics standards indicated
a 300% increase verses the 83% cited in this
paper. The 300% and the 83% fiqure were
both derived from APB data; however, data
reporting was not consistent between 1980
and 1990 and was not accounted for in the
300% figure. A brief explanation is needed.
During the mid 1980s there vas u concerted
effort to more accurately reflent all
avionics nomenclatures on each aircraft.
For example, considerable work was done in
the controls and displays area, which
included instruments. This area had, as
Table 3 indicates, a large percentag2 of
standards. Therefore, the reporting of
these standards was accamplished; however,
in most cases they were on the aircraft in
1980, hence this was not a real increase.
This took considerable time to sort out, and
required continual interface with the
personnel responsible for data collection.
Solving this problem for future assessments
will require data base refinements.

Ancther metric used to examine avionics
standardization has been cost avoidance.
Tlexre again, previous reports indicated a
"conservative" $1.8 billion verses the $1.3
billion cited in this paper. The $1.8
billion figure was a tabulation of results
from ICC assessments. These assesaments (16

2.7

total) were done by the Deputy for Avionics
Control to support the evaluation of
standard alternatives when there was an
issue or a user request. The pivotal cutput
from these assessments was the relative
delta ICC among the alternatives ,i.e.,

rcent increase or decrease. However, the

1.8 billion tabulation included the dollar
delta cited in these analyses. These
results have not been validated as mentioned
earlier. The $1.3 billion cost avoidance
was based upon the AF standardization
application investment which represented
actual applications. To detexmine the cost
avoidance, the 20% cost avoidance associated
with use of hardware standards, 30% for use
of ISA, and 85% for the data bus figures
were used. Work now needs to be done to
substantiate these percentages and establish
relationships for use in subsequent
assessnents.

7.2 Timeliness of Standards

A constraining factor in the ability to have
extensive use of standards is the timeliness
of those standards. MIL~STD-1553 is
extensively used because it was available in
the 70s during periods of large weapons
systems buys. An exanple of a standard

ich was not timely was DCD-STD-1788,
Avionics Interface DeSiiﬁ Standard. DD
STD-1788 was conceived 1980 and formally
published in May 1985. It is an Interface
Design Standard that specifies the black box
physical form factor, electrical connector,
aircraft racking system and trays, and
s ecific maximum heat dissipation values for
the various size black boxes. In June of
1986 frustration was expressed over attempts
to require application of the standard to
several programs. Based vpon these
concerns, a study was done by the Deputy for
Avionics Control to validate DOD~STD-1788
as a viable standard, define where and how
it should be used, and detexmine its’ future
as new standards evolve, The study
addressed all planned aircraft and avionics
development and modification programs. It
also predicted future lications due to

lanned changes, capability improvement and

troduction of new aircraft. Cost factors
were determined concerning the
implementation of DCD~SID-1788 into
aircraft. These cost factors were then
applied to a fleet wide implementation. The
results ot the study showed that the
econamic benefits of DOD-STD-1788 as an
interface design standard did not ﬁpear
significant due to the limited application
base. DOD-STD-1788 did of{er other benefits
in the area of reliability and
maintainability (RsM). However, these were
not unique to DOD-STD-1788 since other
design approaches offered the same benefits
e.g., rear connectors. The study concluded
that it the standard could have been applied
in the 70's as was MII~STD-1553, it would
have nad wide application;, however, since
it was a black box con new technology
passed it by. The decision was to not
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require its use on new aircraft
acquisitions. Therefore, timeliness is a
key factor and technology continually needs
to be assessed and proper planning done so
that future standards have a viable life
span such as MIL~STD-1553.

7.3 Avoi. - ributing Factor

Historically, the standardization benefit
associated with cost avoidance has as its
main contributing factor reduction of
Operations and Support (0&S) costs .
'Iypicalli, this was attributed to the higher
reliability for the standard alternative.
Questions as to ﬂEX the standard
alternatives had higher reliability have not
been thoroughly investigated; however, it is
not dependent solely on the fact that it is
a standard. Newer technology, proven design
and aoquisition strategy all could
contribute. It is a fact; however, that
avionics reliability has improved and as it
inproved the cost avoidance contributions
associated with reliability improvements is
less of a contributing factor to the
standard’s 0&S cost reductions. Efforts
are currently underway to investigate
factors contributing to R&M iwprovements to
determine relationships between R&M and
technology, proven design and acquisition
strategy.

7.4 Avionics %andardization Application
Inplementation Criteria

The benefits listed previously in Table 2
were identified as criteria by which the Air
Force standardization community selected
initiatives. Typically these were examined
from a subsystem point of view. It is clear
that ideitification of standardization
opportunities in future decades must use a
broader set than those listed. Not only is
the level of sistem integration increasing,
but the acquisition strategies will
emphasize continuous inprovement, total
system responsibility and integrated
application of design, engineering,
manufacturing and logistics disciplines.
Further, the continued introduction of new
technol rmust be accommodated in future
acquisition strategies.

Table 5 provides a preliminary list of
criteria which attempts to capture the
essential weapon system verses "strictly
subsysten" considerations. These will help
determine the level of expected a ance
of a standard, After assessments us this
criteria are done, LCC assessments can be
done on the alternatives which meet or
exceed the Table 5 criteria.

A brief explanation of each criteria element
follows.

STATED REQUIREMENT ~ Stated Requirement
refers to a written explicit
from a weapon system perspective to add a

= STATED REQUIREMENT
- INTEGRATED PERF ORMANCE

- INSTALLED RELIABILITY

- OPERATIONAL COMPATIBILITY
- MAINTENANCE COMPATIBALITY

= INSTALLATION/ENVIRONMENT
- SCHEDULE COMPATIBILITY
- TIMELINESS

Table 5 - STANDARDIZATION CRITERIA

capability or improve supportability.

INTEGRATED PERFORMANCE ~ The integraled
performance of as item is determined b
considering all function required of the
item by the avionics suite and the system
design constraints. Consequently, the
integrated performance rec.dred of an
item may be more complex than that
provided by the item specification.

INSTALLED RELIABILITY -~ Installed
reliability is a derived weapon system

1t allocated down to the
functional level, The requirement is
based upon the system environment,
mission campletion criticality, and
integration constraints.

OPERATIONAL COMPATIBIL1TY — This is
defined as the ability of the standard to
operate within the framework of the
Fwe:-.\pon syitan operational requirements.
or example, weapon system operaticnal
requirements suxoas stealth may dictate
an operational mode(s) not typically
associated with the standard or unique to
one application.

MAINTENANCE CCMPATIBILITY =~ This refers
to the current or expected method of
supporting the weapon system. The
candidate standard must have a support
concept that is consistent and conpatible
with the weapon system approach.

INSTALLATION/ENVIRCNMENT -~ This is
defined as the impact of the weapons

systems’ physical design constraints upon
the items’ design and performance.
Considerations include space

availability, weight, power availabilit
cooling capall)ility, éignal interface, v

external surface/appeture constraints and )
vibrations. )
SCHEDULE COMPATIBILITY - This refers to 3

the schedule requirements for the various
weapon system applications.




TIMELINESS — This refers to assessments
of current and future technologies which
may have an inmpact on the lifespan of the
standard.

7.4 Tong Range Modification Planning

A large portion of the modifications for
existing aircraft are done on a single
subsystem basis. Because of this
orportunities for synergistic benefits
asgociated with long range modification
planning are lost. This problem is
associated with the process in that it does
not consider broad or long range planning
i.e., considering near tem modifications
for on single weapon systems or across
weapon systems. For exanple, as was shown
in Figure 9, MIL~STD~1553 was not
extensively used on the cargo/tanker
aixcraft. The high payoff associated with
use of MIL~STD-1553 (85%) was mainly
attributed to the reduction of future
incegration costs, To take advantage of
this and to justify its first application,
long temm modification planning should be
done.

8.0 Conclusiong

As stated earlier USAF avionics hardware
standardization increased 83% in
applications from 1980 to 1990, This
increase was concentrated in the core
avionics area which included communications,
navigation and instrumentation. The bonbers
and cargo/tanker aircraft had the largest
increase for hardware standards while the
higher perfoxmance aircraft showed the
largest application percentage for
architectural standards. Cost avoidance
summaries indicted .2% of Weapon System LCC
and/or 2% of the Avionics ICC was avoided by
use of hardware and architectural standards.
This amount varied across aircraft type
(high performance versed lower performance)
because of the different mixes of avionics
unit costs comprising the total weapon
system avionics ICC. The cost avoidance
attributed to architectural standards was a
larger percentage on the higher performance
aircraft than /tanker type aircraft.
For the fighter craft this conprised 50%
of the cost avoidance. This is due to the
high dynamic, camplex nature of changes on
these aircraft and the ease of integration
architectural standards offer. In
conclusion it appears the Air Force has
shown gains and payoffs associated with
avionics standardization. The challe:ge
now, is now to’ .e aavantage of the high
payoif agssocia..d with use of architectural
standards for all aircraft not just our high
performance aircraft.
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SUMMARY

This paper will present the development of
interface standards from the late 1960’s to
the middle 1980's. An Avionics Laboratory
major program, the Digxital Avionics
Information System( DAIS) played a key role
in the evolution of these standards.

The DAIS program considered interface
standards in 1ts basic concept and the
cornerstones of the DAIS concept we:e-

a. A digital multiplex distribution
system.

b. Functional software coded in a
Higher Order Language.

c. A functional interface standard for

processors in theform of a common
instructional set architecture.

d. A glass cockpit with interactive
displays.

The DAIS hypothesis was that significant
ownership savings could be obtained on an
arrcraft and other weapon systems 1f some
type of standard interfaces were
established. Commonality of hardware was
not the draving issue, but standards which
defined the key interfaces and did not
inhibat creative and innovative technology
upgrades was imperatave. The DAIS program
endorsed many of the standards, 1553, 1589,
1750, and 1760, by which avionics designers
now design highly integrated systems.

THE DAIS PROGRAM

In the early 1970’s, the designer of
miiitary avionics systems was facing a
seemingly impossible task. On the one
hand, t » rapid advances 1n electronics
technology were placing an ever increasing
premium on growth, capability, and
flexibilaty - the need to respond to
changing threats and missions, and react to
operational requirement changes in a very
short time; on the other hand, cost
pressures from increased system complexity,
higher maintenance expenss and general
economic i1nflation were forcing the
designer to address the total cost of
ownership of avioniacs systems. There was a
new approach to solving the dilemma facing
the avionius system designer., It i1s based
on recognition of the importance of
information systems in the design and
development of integrated avionics systems.
The cost of the avionics could be amortized
over many systems on the arrcraft and also
between various aircraft. This approach
does not advocate commonality, but common
(alike) elements in the system would drive
down the total costs. Unfortunately there

15 a down side to the common equipment
approach; the present technology tends to
be frozen in the system addressed.

The DAIS concept proposed that the
processing, multiplex, software lanquage,
and display functions be common and serve
all the subfunctions on an integrated
basis. In this way the DAIS concept, would
have the flexability to adapt to & spectrunm
of multiplex, processing, softwsre
lanquages, and display needs; yet maintain
common 1nterface processing architectures,
display concepts, and software standards.

Prior to the DAIS concept the conventional
approach for designing an integrated "black
box" system configuration was to divide the
total system configuration into a number of
more or less autonomous subsystems and then
to design equipment black boxes to meet the
performance requirements of each of the
separate subsystems. Each subsystem
normally performs most of i1ts functions
within 1tself, indulging sensing,
computation, logic, control and display.
Furthermore, each of the subsystems has
usually been developed and built by
separate subcontractors. A certain amount
of integration and interface among thess
separate subsystems s normally provided,
but the overall total system design hos
often been characterized by
compartmentalized functions and equipment
uniqueness; duplicate functions and
equipment, nonstandardized input/output
signals with unnecessary conversion from
one form to another, resulting in
subsystem/system infiexibility. Thas
impacts the entire life cycle cost of an
avionacs systems - viz., - aircraft
insta.lation rotrofit costs, numbers and
variety of spares required, AGE costs, and
extensive training requirements.

The DAIS design approach starts with a
total system concept which is functionally
oriented rather than hardware-oriented.
Although the total system still consists of
a number of subsystems, the word
"subsystem™ will be ussd in a different
connotation. It will be thought of more in
terms of subfunctions rather than hardware.

For example, 2 "naviyalion subsystem” in
DAIS does not refer to a set of black boxes
which are i1dentifiable uniquely and
exclusively to the navigation function but
to a set of navigation identifisble
functions which are performed in various
places throughout the system. Note the
system is not dedicated exclusivaely to
doing the navigation function alone; it 1s
a2lso used to perform the functions of many
other "subsystems”.




Y

AIR VEHICLE AVIONICS INTEGRATION

Avionics integration, which 1s defined here
as the cooperative us2 of shared
information among avionic subsystems, fairst
became a necessity when requirements for
missions and their associated avionic
hardware could no longer be met practically
1n air vehicles with independent and self-
sufficient subsystems. Elimination of
unnecessary duplication of information
senaing and display, performance gains,
reliability gains, cost reduction, and lack
of space are usually given as the major
reascns for integration. Subsystems were
forced to depend on each other for basic
information. This level of integration
began with the most complex subsystem
because i1t had the most capability, as well
as the most need for anformation from other
subsystems. As digital technology
progressed, the central subsystem was
expanded to incorporate mission processing
(processing not specifically associated
with a subsystem or display) However,
problems arose early in the centralization
approach because subsystems were designed
with no concern for interconnection with
other subsystems. Each subsystem had been
specialized, and the interfaces reflected
this specialization. The central computer
itnput-output (1/0) circuitry was designed
to perform the functions of ordering th:s
incoming ard outgoing data, and the
computer .as often small compared to the
sx1ze and complexity of the I/0. Even so,
the central computer concept and 1its
associated integration upgraded the
capability of the mission and made sensible
use of the shared information It was then
reasoned that some of the centralization
problems related to the complexity of the
1/0 could be solved :f the circuitry could
be partitioned and distributed, alleviatany
the central units’s complerity.

Multiplexing, which makes information
transfer convenient and samplifies 1,0,
offered this capabilaity, and the extended
computer 1/0 philosophy was developed.
Multiplexing makes information exchange
convenient because sensors and processors
are all "on the bus"., Multiplexing
simplifies I/0 because the information
transfer medium 15 reduced to a single wire
pair. This extended I/0 philosophy was
adopted extensaively by military avionics
integrators with the development and use of
military minicomputers and the availabilaty
of lower cost digital components.

These avionics integration methods began *o
be referred to as multicomputer systems.
This made possible the distribution of the
computation and permitted several computers
to replace the morw powwrful central
processor. Application of this concept in
various forms existed on several axrcraft
(e.g , B-1, F-16, F-16 and Space Shuttle}.
From the sSubsystem equipment point of view,
these approaches to 1ntegration use both
integration units for unmodified subsystem
interfaces and embedded interfaces The
integration approach using multiplexing 1s
implemented by defining information
transfer formats and electrical interface
characteristics. Therefore, the functional
performance is accomplished by both
hardware and software. Most of the
problems associated with the centralized
I/0 have been eliminated by this approach,
while others have surfaced {(e.g., software
complexity, synchronous ovneration, multiple
executive control, data communication and
I/0 circurtry).

But with all this, & decided improvement
over previous approaches has been achieved
Technology improvements in computers and
digital hardware (1.e , microprocessors)
and maturation of the software design
ptocess allow further extension of the
integration approach by a more distributed
system concept consisting of both
microcomputers and minicomputers

The newe: i1ntegration apptoaches will use
more processors and buses to functionally
partition the avionics along common
milatary ard industry organizational l:ines
(such as navigation, stores management,
control and displays and communication}.

This functional partitioning should further
ease the integration problem by allowing
design of the functions to be developed
more independently of each other prior to
completing the total avionics integrataon.

MULTIPLEXING ADVANT/LGE

The data bus ptovides a path upon which
many users can communicate with each other
without requiring s dedicated link to wach
other. Weight saving 15 achieved by
reduction of wirs weight provided by the
serial multiplexing of digital data as
compared with the point-to-poaint
undirectional interconnection required to
achieve similar integration without the
data bus. Weight savings vary greatly
among the systems being compared with the
data bus. If an analog system with analog
point-to-point wiring 1s compared with a
digatal multiplex system, considerable wire
weight savings can be achieved. This
weight saving will be reduced so what if
the analog sensors and displays a.:
connected with integration units that
interface these senscors and displays with
the data bus. In ocher words, the overall
weight savings resulting from the reduction
of aircraft wiring :s offset by the weight
of integration units However, if the
subsystem 1s digital and compatible with
the bus interface, the offset 1s recovered.
Another comparaison of weight saving (but
not as great as in the previous case) 15 a
digital system that uses digital point-to-
point data ainterconnections with a approach
to :ntegration, the advantage 1s in the
multaipla (¢ccess provided by the data bus 1in
contrast with the point-to point
interconnects previousiy required.
Therefore, smaller gains are achieved
because both systems use integration and
multiplexing in slaghtly different ways
Each example represents extremes in weight
savings., Most new and existing systems
will exist within these bounds with a
mixture of both types, thus pruoviding
varying weight savings dependent on the
actual use.

The 1integration flexibility that is
avairlable 15 one of the key features of
this method of integration. Because of the
common serial interface, the high data rate
(up to 50,000 words per second}, the
multiple access, and the command/response
data format provides extensive flexibility
wn the development pericd &5 well as during
the operational time period. .
Other digsital integration methods have
failed to meot the flexibility reuquirements
necessary in the military environment.
These failures have occurred due to the
following reasons-

a. Too lov a data rate was selected
(data rate solected based on

.
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initial need with little growth
capabilaty).

b. Insufficient definition of
interface {(difficulty in
duplicating the interface).

c. No method for expansion to new
sources or deletion of sources
(inflexible to hardware additions
or deletions).

d. Limited data encoding and decoding
capabilaity (restricted to BCD or
ASCII).

. Limited addressing capability

f. Inefficient data transfer (too many
wires, too much overhead pe: data
word)

g. Difficult to samulate, which would

provide confidence prior to
hardware development.

Each deficiency was carefully considered
during the development of MIL-CZTD~1553.
The detailed electrical interface of MIL-
5TD~1553 provides the necessary
requirements information to allow multaple
sruppliers to build compatible interfaces.
The multiple access and high data rate
allow extensive integration of complex
systems.

The capability to simulate any part of an
integration using a system integration
laboratory praior to hardware and system
design commitment reduces the risk of new
developments and modifications. The
ability to communicate data in 2
"transparent" fashion (1.e¢., the MIL-STD=-
1553 system manages the communication
trancfer without affecting the data) 1s an
advantage to the user. Thus, the data user
can encode data to the user's required
format and not to the transfer system’s
format The use of message addressing per
MIL-STD-1553 rathe: than word addressing
allows much more flexibility than can be
achieved with the word uddressing formats
used in some point-to-point digital
communication approaches.

A final advantage of this approach to
information transfer is the abilaty to
control data flow an a scheduled manner
trom one location; namely, the bus
controller, Changes in the integration can
be handled by message changes in the bus
controller rather than by wiring and
hardware changes to the subsystenms.

APPLICATION AREAS

The intended application of the data bus
standard includes data communication
techniques that require (1) a
command/response format, (2) a time-
division multiplexed data transmission
technique, and (3) application anternal to
an air vehicle. This has been accomplished
with the application of the standard to
system designs that accomplish (1)
integration of air vehicle functional
groups such as navigation, wespon delivery,
flight control, propulsion, stores
management, defensive systenms,
communications and control and displays and
(2) integration of these functional groups
into a weapons system.

The applacation of these system designs to
various vehjicles includes fighters,
bombers, helicopters, and transport

[ )

srrcraft with missions of attack,
transport, reconnaissance, and defense. It
has therefore been demonstrated that the
MIL-STD-1553 approach to integration has
been proved applicable to a wide range of
air vehicles, avionic functions, and
missions.

MIL-STD-1553 Chronelogy

The Socrety of Automotive Engineers (SAE),
Aerospace Branch, established a
subcommittee of industry and military
personnel in 1968 to define some of the
basic teqguirements of a serial data bus.
By this means, an exchange of industry and
military views was accomplished. The
committee, Multiplexing for Aircraft (SAE-
A2K), developed the first draft of a data
bus standard that was similar to the
present military standard requirements and
procuremen* specification requirements.
Its format allowed standardization on
requirements that could be agreed upon and
a slash sheet 1n the appendix for
requirements that appeared to be vehicle
particular. This document represented the
best that the industry and the military
could define at the time. The benefit of
this document was that it produced a
sounding board for i1deas. In this respect,
1t was successful and provided the step
forward required to develop the USAF
military standard, MIL-STD-1%53, 1in August
1973.

As time went on, the original aircraft
avionic suites designed around MIL-$TD-~1553
and 1ts forerunner, McDonnell Douglas
Aircraft Company’'s H009, made use of the
standard interface feature of the data bus.
Avionic upgrades werc accomplished by
replacing old subsystems with new ones
designed to take advantage of increased
sensor capabilities and/or to ansert new
technology. The black boxes were switched
with minimum systems impact. 1Ideally, only
the software i1n the bus controller was
effected.

buring the years frcm inception of the SAE=-
A2K to the releass of the first military
documents, the industry was designing and
producing hardware for various multiplex
systems. Some of these systems were
developed prior to or during the
standardization era (e g , F~15 and B-1)
Becsuse of program timing, each system went
1ts own way because no standa:dazataion
effort existed at the time.

From 1973 to 1975 (when MIL-STD~1553A was
released), industry and the military (Asr
Force, Army, and Navy) coordinated their
efforts to determine the dogree of
standardization required. During this
time, several prelaminary drafts of Air
Force and Navy documents were developed and
extensive industry comments were solicited.
By 1975, the DOD directed the military to
develop a single position and to make the
necessary revisions to MIL-STD-1553. Based
on this effort, 1553A was released :in April
197% and 1ts first incorporation was on the
F-16. Since then, industry and the
military have continued to coordinate the
standard through symposia, studies, and
military development programs, With the
standard available, the aindustry and the
military began to apply the data bus to .
more operational vehicles and systems.

As applications became extensive, certain
difficulties were recognized in MIL-STD-
1553A. Discussions concerning these
difficulties were conducted between the
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SAE~-A2K and the DOD Tri-services Commitctee
(the group responsable for controlling the
military standard). These discussions
resulted i1n the formation of an SAE task
group (MIL-STD-1553 Update) 1n October
1976. The task group’s assignment was to
develop suggested changes tc 1553A. Once
again, a task group was formed from several
industry and milaitary segmeats.

The task group sclicited comments from
industry and the military to support its
work These responses were extensive and
involved foreign as well as domestac
equipment suppliers and users of the
standard. It was from this base that the
task group developed and presented the
suggested revisions to 1553A. In October
1977, after review and discussion of
suggested changes, the SAE~A2K approved a
proposed revision; in December 1977 these
recommendations were provided Lo the DOD
Tri-services Committee. In addition to the
SAE input, industry comments on changes to
1553A were solicited an January 1978 by the
DOD Tri-services Committee. Based on these
¢comments, the DOI Tri-services Committee
met on several occasions and produced a
draft of 1553B. This draft was presented
to the SAE’s task group in April 1978 for
review and comment.

As avionics systems became more
suvpnisiicated and more highly integratad,
extra protocol features such as mode codes
were added to MIL-STN=-1553A, but the basic
design, operational protocol and
physical/electrical interfaces were
preserved. No further changes were
permitted and the standard was frozen an
ths "B" version as published in 1978 and
was initially incorporated on the F-18.

MIL-5TD-1553B contains many features, all
defined i1n detail, however, not all need to
be implemented i1n each systems application.
The standard can and should be tailored.

In fact, as written, 1t forces the user to
make chcices when several options are
provided, some of which are mutually
exclusive. For example, you can choose
erther a single or dual-redundant bus
architecture but not both; or you must
decide 1f you want to use either
transformer or direct coupling of
the main bus interconnection In other
areas you can opt to implement or not
implement certain ptotocol features. An
example here might be choosing to implement
the "dynamic bus control™ mode command
which allows you to actively hand-off the
master bus control function by passing at
to capable (sma:tt) terminals; and not to
implement the "broadcast” option which
permits one to send the same data
samuitaneously to all terminals and thus
suppressing all tetmins’ status responses
(handshakes) which are .ormally required to
confirm receipt of transmitted data. In
addition, each system that applies the
standard rust develop a tailored
"application~oriented” multiplex
specification defining exactly how the data
bus :s going to be used. For example 1t
would define such thinge as the numbeir of
terminals, terminal addresses, installation
routing, design stub lengths and
connectors, etc,. Because each system
designer will tailor his application of the
standard, the remote terminal (RT)
manufacturer cannot predict the exact
options that will be actually selected.
Therefore, most RTs are designed to handle
"all" MIL-STD-1553 options and implemants
the part of a standard that is not a design
speacification.

& stub at

As more and more systems applications fed
back their "lessons learned" and as unique
service (USAF, USA and USN) reguirements
developed, an USAF "Notice 1" was issued
selecting preferred options 1in
architectural features and protocol.
Minaimizing the choices did not hinder the
data bus operation but did not provide a
degree of forced subsystem interface
commonality and, therefore, resulted an
improved hardware compatibilaity and system
interoperability in aircraft avionics.

Also, because the acceptance of the data
bus integration technique spread to other
applications such as ships and vehicle
electronics, the original military
standard, which was primarily designed for
aircraft avionics integration use, was
sanitized by removing any avionic and/or
arrcraft unique references. Because thas
action removed any military unique
requirepents from the standatd, a Trai-
Service "Notice 2" was published in 1986.
The notice states which options each
service wants to implement and any
restrictions, ainterpretations and/or
clarification that they felt neaded to be
defined in order to enhance understanding
of the standard as used :n their military
weapon systems.

An Anecdote

The following 25 a narrative from Irv
Gangl, ASD Engineering, Wright-Patterson
AFB, Ohio. 1Irv was a leading proponent for
the 1553 standard, but his personal
observations give a certain flavor to the
evolution of the standard. It 1is
interesting to see how events and certa:in
circumstances with execution timing can
influance the definition of s standard.

"when I was assigned to the FX (F-15) SPO
in 1968 whach at that tire was still in
competition with three primes, McDonnell,
Rockwell, and Fairchild I told them that I
had this i1dea of simplifying the converter
problem by making each subsystem put out a
digital link. It was considered high risk
and was turned down. After the avionics
design was completed by each contractor,
all three were determined to be o rweight.
With a commitment *o & total gross tahe-off
weight for the aircruft a weight cutting
exercise 1n every dimensicn still left them
slightly overweight. Then the chief
engineer asked me "How much weight might
your data bus save on the I'x2?".
Approximately 200 pounds, I saxd., That was
Just what we needed to put us over the
hump. So I was asked to meet with ail
three primes and initiate a feasibilaity
demo. This was done. 1 specified to them
how I wanted the bus to function, the dual
and redundant architecture and protocol, I
did not specify the medium and waveforms.

Rockwell had Autonetics build a coaxial
frequency davision bus (like the 747
entertainment system). It did not work
well. Fairchild was teamed with Hughes and
demonstrated a system that worked okay, bhut
was rather complex. McDonreli had a two
wire twisted pair (one for clock, one for
data) for each bus and successfully
continued to operate when one bus was cut .
with wire cutters. Thus the HO009 bus wat
born. They used a sine/cosine summing
technique to transmit the data. At 1 Mhz i
the twisted pair looked like a transmission ¥
line causing aata skewing based on wire 2
length and thickness variation. It
required precise control techniques and was
not the best concept.
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1 then briefed and sold the B-1 SPO on
using the pus for electrical power control
promising them 8000 pounds of copper
savings It became the EMUX design done by
Radiation, Inc. (Harris Systems) under
subcontract to Rockwell. They worked with
us to come up with the new techniques now
in 1553 to use Manchester coding, etc,. It
then was directed that the electrical
characteristics also be used for AMUX and
CITS on the B~1. This was done aand Harras
developed an encoder/deccoder chip to be
used with the EMUX. I was challenged by my
Colonel to standardize the bus when I told
ham that even though all three B-1 buses
had the same electrical characteristics,
they were incompatible and thus CITS, the
centralized integrated test system, had tc
build translator boxes between the various
buses. For example the EMUX had a word
length of 24 bits while AMUX and CITS were
16 bit, like the F~15.

Thus came the start of try:ng to
standardize the Multiplex Data Bus! This
was carca 1970. In struggling to establish
a committee to assist in the
standardization process, I organized an in-
house group 1n engineering to look at all
aspects of the data buses use in avionics,
also including in the membership, the
personnel from RiM and EMI. To justify
such a large group my boss made me write a
charter and insisted on the keeping of
minutes. The charter was passed on up the
line for approval. Wwhen 1t reached the ASD
Commander, Lt. Gen. Jimmy Stewart, it was
sent back unsigned with the following
message: I cannot endortge something I
don’t understand. This seems high risk to
me and I'd rather wait and see what will
happen first. Let Gangl do whatever he
wants to If he succeeds, we’ll take the
credit; 1f he fails we don’t know anythiag
about 1t.

The committee didn’t understand the concept
either and, rather then getting help from
them, 1t turned into an educat:ional
process., Program offices that were
approached responded negatively predicting
poor reliability and high risk. Fer
example, they could not believe that one
could replace hundreds of point-to-poaint
wires and numerous cables/connectors with
just "one" puny lattle wire pair.

This instilled in me the need of extreme
relrability. Thus the numerous checks in
the bus desagn sending each bat and its
complement (Manchester Code), word parity,
word count, time~outs, automatic
retransmission i1f anything i1s out of place,
shielding of the cable, dual redundant
buses. Looking for help I turned tc a
committee of the Society of Automotive
Engineers whiach vas working on
standardizing a submarire communications
bus. The SAL,/A2K subcommittee was holding
a meeting a. SCI an Huntsville which I
attended.

With the expert help of andustry I found
out that there were many ways to build a
secr1al multiplexed data bus; all of the
designs wer¢ good, meeting perceived
ragquirements, but diffcrent anough to Make
standardizataion difficult. Each company
had their own design including the Navy and
the commercial airline standa iization
committee (ARINC/ASCC). And .o did I, but
no one wanted to give up the.. own design.
So for months we were at 2 stalumate;
until, a meeting of the A2K committee held
in Warminister, PA, hosted by the Navy. At
the meeting, after talks that were
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fruitiess again, a half a dozen of us met
late that night, atter dinner, in the
chairrman’s hotel roonm at the George
Washington Hotel. I found out that sach
industry membe:r was commiscioned to stick
by his company'’'s design because of the
fact, 1f he agreed to accept his
competitors design, it would give that
company the competitive edge in future
business.

Thus,I told thew» that, since the Air Force
so far was the only user of the multiplex
data bus, the standard would use the
electrical chatacteristics from the 8-1 and
the protocol from the F-15 To my
surprise, that made overyone happy, since
lesing to the Government was not considesed
giving 1in

Before publishing the standard, i1t was
coordinated with the remainder of the Air
Force divisions and laboratcries known to
have an interest in multiplexing
Following this, :t was sent to all
interested .noustry persunnel for comment
A tri-syrvice meeting was called in an
effort to get DOD approval. No sgreement
was reached at this time because tne Navy
was 1n the process of defining thear own
multiplex system. While the ASD committee
was actively defining ite ~tandard, the
chazrman joaned the Socie.y of Autcmotave
Engineers (SAE) A2K committee on aircraft
nultiplexing.

SEA-A2K membership 1s a jJoint DOD/Industry
group interested in reducang the
proliferation of avionic multaiplexing.
Their effort entailed the developmeant of a
specificaticn for a general EMUX.

Afteor establishment of the AF standard, the
Avionics Laboratory, as part of their DAIS
pc-ject, decxded to utilize MIL-STD-1553 as
tieir multaplexing design standard. As a
result, the Navy gave up its unique
approach to multiplexing in favor of the
command/response concept detined in the Axr
Force standard. The Navy's claim, a valid
one, was the MIL-STD-1553 did not go far
enough in defining the total multiplex
systom. Therefore, MIL-STD-1553 has been
extended to include the definition of the
bus controllaer and the remote terminal as
well as adding the flexibility of subsystenm
interrupt and block data transfer without
destroying the standard’s definition of the
bus system".

Evolution of MIL-STD-1773, Fiber Optics

The data bus philosophy and the resultant
standard interfaces are technology
independent. However, the design which
implements this concept is limited by the
transmissicn media, the transmit/receive
electronics and the encoding/decoding logic
chip design selected. It is no wonder
that, as faber optic transmission
technology matured and was being applied in
the conmercias world, an effort was
initiated by the mirlitary to look into its
use as an avionics data bus medjum. Fiber
optics has several advantages over twisted
pair cables that make it the 1deal
transmission laink for ths future.

First, it has the capability for
transmitting digital data at extremely high
speeds (pramary limited only by the spead
of the electronics on either end).
Secondly, 1t is not susceptible to electro-
magnetic interference (EMI} nor does it
radiate any signals which provides both
electrical design and information content
which is Tempest proof. Finally, itc
ultimate overall systems cost is txpected
to be considerably lower.
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The logic behind the MIL-STD-1773 concept
15 as follows., A single optical fiber 3s
used as che transmission medium. The bus
t19¢ 1nto tne subsysten via a faber opt:c
connectur. The transmission wavefnrm 1f &
"light™ encoded emulation of the electrical
Manchester Ii, By Phase L cods used in the
MIL-STD-1553 wire system. A light~to-
eiectrical transcesver is devaloped to
convert the light impulses to electiical
waveforms, and vice versa The electrical
side 15 1gentical to what a sfubsystenm
terminal would see M f & MIL~STD~1553
manchester-to-elect:ical transceiver wa.
used. The address and logic decoding
electronacs 1s i1dentical since MIL-STD-1773
uses the i1dentical message format and
communications protocel. The svstem
throughout :& kept at the one megahertz bait
rate, and except for the transceiver and
fiper optic crnnector, the date bus medium
1s transparent to the zubsystem (1.6 , 1t
does not know, nor cate, 1f 1t 1s hooked to
a 1553 or 1773 gystem).

Because the same large scale integrated
{(LSI) logic c¢hips used in MIL-STD-1773 are
used in MIL-STD-15538, the cost of
conversion to fiber is significantly
reduced

Convetsely, the design of the
command/response protocol embedded in these
1.ST chips limit the speed at which decoding
and communications 1§ programmed, uddress
decoding and other message overhead will
actually reducs data bit throughout to less
than that. The application of MIL-STD-1773
18 & logicel evolutionary step towards the
future by utilizing opt:cal components to
gain all the stated fiber optic advantuges
(except speed) when used as a bus medium.
It will be shown later how this 15 a
necessary step towards an orderly evolution
to high speed busing technology.

NEXT GENERATION A HIGH SPEED DATA BUS

A committee of the Society of Automotive
Engineers (SAE/AE-9B) had been working on
the defainition and concept of operation of
an avionxc High Speed Data Bus (HSDB). As
a result of their efforts, tw>
architectures with two transmission mediums
were under consideration. These
architectures include a ring and linear bus
wrth both coax and fiber optic cakling
mediums. Note that a unique treguirement of
HSDB 1s that there 1s no centralized bus
controller. This criterion requires a less
deterministic approach in trat an address-
ing scheme was developed th t allowed
subsystems to vie for bus utilization.

When multiple subsystems request bus access
simultaneously, collisions occur and
arbitration has to be initiated. Whe gets
the bus is based on prioritv and the
arbitration algorithm used, “"who'’s on
first»”

Annther HSDB requirement is that, when new
subsystens are added to the bus or existing
ones fail, the protocol must be designed to
accommodate this bus configuration

modification and continue operating without

any hue goftware reprograrming.

In MIL-STD~1553 for example, it is
necessary to reprogram the bus controller
to accommodate the added subsystem; but the
M1L-STD~1553 protocol has predefined
reconfiguration criteria resident in the
bus controller on how to handle failed
subsystems in order to continue degraded,
but uninterrupted bus operation.

In embedded avionics computer systems that
operate resl tame, data utilized an complex
equations, such as weapons delivery
algorithms, are needed trom various
functional subsystems in the same time
window to provide accurate results MIL-
STD~1553 15 especially suited for this kind .
of problem. Even though the data

transmissions do not have to be clock

synchrcnized (1.e., 1t 1s an asynchronous

data bus), the messaqe traffic, controllad

by the bus controller, 1s handled

segquentially in repeatable frames that are

very predictable. The bus controller

assures that the data needed in the

sgquation 1s sampled in real time from

whatever sensotr that provides the

information in a sequential, determinastic

mannex. That 1s, 't assures that the

sequence of events that gathers the data

for the al ~rithm are done in the same time

window. D¢ 1 collection s sync (data

user) driven keeping unwanted data off the

bus and reducing the bus duty cycle.

Central contrcl also assures system data

flow synchronization and supports

testability by accurate event

repeatability.

In the HSDB design, data i1s source-
generated and transmitted asynchronously on
the bus. When the subsys~em gets access to
the bus, which also happens in an
asynchronous manner, the data generated by
the subsystem 1s broadcast. This apptoach
requires that receivers of information must
actively sort through the data looking for
the wanted, ignoring the undesirable. Not
all data is needed at all times, but the
extra sent 1s not perceived as a problem
because of the significantly higher
throughput capability of the HSDS.

The HSDB architecture eliminates the nee’
for a bus controller and allows new
subsystems to just be added to the network
to vie for their own bus time. It is
assumed those subsystems needing the new
one’'s da*a will be reprogrammed to pick 1t
off the bus.

Because bus access 15 not centrally
controlled, arrival of data ais
unpredictable and, also, the subsystem bus
access sequence 15 not necessarily
repeatable. Therefore, the data gathered
from the various subsystemrs 1is not
guaranteed to have been sampled xn the
"same” real time window. As a result, each
data sample needs to be time~tagged at the
sourcce. So when the weapon delivery
algorithm 15 solved, for example, all these
data samples that define a fixed point in ‘
space at any specific instant of time (such

as navigational coordinates, altitude above

target, range, ground speed, wind,

attitude, et¢,.) must be adjusted to fall

within the same real time window. This

requirement establishes a need for keeping

track of data samples so that

interpolations or trend predictions could

be done on these inpu: signals to put them

into the proper time perspective. The

result 15 higher subsystem processor

software and execution time overhead. It *

is anticipatad that {f 2 very zcmall number
of terminals are on the bus there will be
no timing problem; however, if even one
fourth the maximum of the 64 terminal
architecture were to be used, the number of
collisions would dramatically increase and
most likely cause a serious time skew.

Due to technological advances in recent
years, processing speeds have increased
manifold. Also, the new HSDB will run at
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data rate speeds over 50 Mhz with a minimunm
of 20 Mhz throughput, A lot more
itnformation can be transmitted on the bus
despite the i1ncreased bus arbitration
overhead. New weapon systems are in the
bus design stages that require this high
speed capability now!

The protocol must allow for fault-tolerant
architecture, data integrity and self-
diagnostics. The general feeling in the
acquisition community 1s that arrivang
quickly at a reliable, standardized
protocol 15 stall a high risk while tnae
fiber optic medium implementation is an
acceptable risk. That 1s, militarized
fiber optic components are 1n development,
but few large-scale integrated HSDB
decoding logic circuits exist. The use of
MIL-STD-1773 control of the high speed
digital link for data transfer in avionics
can, 1f desired, be extended to additional
wavelength divasion links that can carry
erther additional digital data or even
analog/video data. The amount of
parallelism 1s only limited by transceiver
technology.

HISTORY OF MIL-,TD~158%

in the late 60’s and early 70's, expert
programmers would program in assembly
language because the cost of memory was so
expensive. If a higher ordered language
were used, 1t would have to be compiled and
since the compirlers were inefficient it
wottld reqguire more memory than 1if
programmed 1n an assembly language. With
the phenomenal lowering of memory costs,
ard the ability to produce more efficient
compilers and support tools, hagher order
languages became the way of software
programming. The development of a standard
programming language is a multi-year effort
1involving many phases of activaty starting
with language requirements analysis,
leading to language definition, production
of compilers and programming utilities, and
then configuration management of the
support software and documentatio-., After
a study of the requirements for a standard
Arr Force high order language, the
JOVIAL/373 langquage was defined by MIL-STD-
1589A (later superseded by MIL-STD-1589B).
Several years of compiler developmefit has
resulted in JOVIAL/J73 comprlers hosted on
three mainframe computers and targeted to
several embedded architectures. The
compilers were developed before the other
util:itres that now exist.

There are four major utilities apart from
the compilers. These are:

a. Interactive Debugger -~ DEC-10
hostad symbolic debug package,

b. Code Auditor — IBM 370 hosted
utility to check conformance of
JOVIAL/J73 source code to coding
standards,,

c. Program Support Library - IBM 370
hosted configuration management
utilaty,

d JOVIAL Automatic Valadat:ion System

~ IBM 370 hosted utilaty to assist
1in automatic testing of JOVIAL
object code.

There are many facets to the development of
a standard programming language. Those who
were involved with the evolution of
JOVIAL/J73 had discovered the complexity of
standardization, Many important lessons
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were learned in bringing JOVIAL to a usable
state. These lessons were applicable to
the development of other languages, such
as, Ada.

The four most important lessons are the
following: .

a. optimizing compilers for embedded
targets are complex pieces of
software. The same standards that
are used for application coding
should also be applied to compilaer
implementation. A sutficient
design, coding and test period,
should be allowed for & compilers
development rather than have 1c¢
driven by the schedule of the
operational programs.

b. A changing language specification
during compiler development opens
the door to an implementation
disaster, Xf a maj)or language
change is necessatry, be prepared to
go back to the design phase of the
compiler’s implementation.

< A compiler for an embedded target
must generwte very efficient object
code, Plan for this fact in the
compiler’s design phase rather than
try to retrofit optimizations in
later.

d A commonly available implementation
language on mainframes, such as,
FORTRAN (and perhaps later Ada)
significantly decreases the cost of
compiler rehosting

APPLICATION OF MIL-STD-1589B

JOVIAL J73 as described by MIL-STD-15898B
was the current Air Force standard higher
order language for embedded compute:
applicstions software. JOVIAL is a block
structured, strong type checking, procedure
oriented language. This version combines
the features of many earlier dialects of
the language, e.g.:; J3, J3B, J4 and J73/1.
veneral Dynamics was implementing ali of
1ts flight programs on the F-16 C/D
avionics in JOVIAL J73. Thess OFPs include
the Fire Control Computer, the Data
Transfer Unit, the Stores Management Set,
the Multi-function Display Set and the Up
Front Control processor. An integrated
JOVIAL J73 support Software System (ISSS)
consisting of three separats computer
programs (a compiler, assembler, and
linker) operating in a common IBM 370 type
host environment was developed to support
this use of JOVIAL J73. !

The host environment forms the major
interface between the programs and the
user, and provides the means for running
the programs and supplying inputs and
outputs.

General features of the JOVIAL ISSS are as
follows.

a. Portability. Host dependent
portions of the systam are being
minimized and isolated to allow the
system to be rehosted with a
minimum of effort.

b. Retargetability., Target dependent
features of the system are
parameterized and isolated to
better facilitate changes in the
target computer or to totally N
retarget the system, v

.
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c. Appropriateness. Tre ISSS 1s being
specifically designed to support
the performancs .equitrements
associated with real-time avionics
software

d. Maintainability. The I855 will be
maintainable in source form by
organizations other than the
developer.

General Dynamics had worked with the USAF
to extend this common support software
package to encompass all F-16 avionics,
including GFE; multiple users results in
multiple benefits. Cooperative applacation
resulted ain faster maturing of the support
package and provided a single, unified,
support software package at the ALC.

MIL-STD-1615, Ada

Many of the procedures developed by the Axrr
Force for controlling JOVIAL can be applied
directly to Ada. The type of tailoraing
needed for some of these procedures i1s the
topic of this Section, in whach we point
out some of the more obvious considerations
to be made in preparing for Ada.

a. IMPACT OF DOD-WIDE LANGUAGE. Since
Ada 15 a DOD-wide language,
maintenance of the Ada language
standaid will require coordination
among the Air Force, Army, and Navy
through the ~da Joint Program
Office (AJPO). This will result :n
a »engthy process unless efforts
are made to establish an efficient
screening procedure for proposed
changes. 1In effect, the Services
would propose changes based
prancipally on criteriz of language
utility; and the DOD would dispose
of or approve those changes based
principally on criterisa of language
and comp:iler impact and the
coordinated satisfaction of the
needs of all the Services. The
current JOVIAL language control
mechanism could serve for the Air
Force with adjustment of the
criterxa for analysis and
acceptance

b. GRADUAL TRANSITION TO Ada. One
point that nearly everyone in the
standardization community agrees
with 15, "We want to profit from
our lessons learned in JOVIAL and
not make the same mistakes in the
Ada effort.” With that point in
mind, the trend we observe in the
Axr Foice towards making the Ada
transition a gradual one 1is readily
understood. This transition
occurred in four carefully planned
phases that we might descriptively
title JOVIAL, JOVIAL/Ada,
Ada/JOVIAL, and Ada. With the
benefit of proven language control
procedures on which to base the
transition and a flexible number of
computer resources from which to
draw in implement.ng each phase,
the Air Force would enjoy a high
propabiiity ot success with such an
approach.

<. Ada VALIDATION POLICY. The Ada
JOINT PROGRAM OFFICE (AJPO),
staffed with Alr Force, Navy and
Army personnel, has the
responsibility for ensuring the
appropriate validation of Ada
compirlers throughout DOD. AJPO

policy requires that before a
compiler can use the name Ada, it
must be fully validated, 1.e.,
there must be a current certificate
of validation 1ssued for the
compiler from the AJPO They may
also require renewal of the
validation every two years. AJPO
presently allows use of the
trademark Ada 1n conjunction with
partial aimplementations i1f a caveat
1s included in all associated
advertisements These policies
mean that frequent retesting of
full and part:ial implementations of
Ada may be required, and therefore
configuration management of the Ada
Compailer validation Capabilaty
(ACVC; test suite will be very
important.

A final consideration is that with
the explosion of Ada
implementations on microprocessots,
there 1s an attending requirement
for the ACVC to be adapted to the
mACroprocessor environment It 1s
unlikely that these processors will
host an Ada Programming Support
Environment. This entire area
presents additional new challenges
for establishing valadation and
configurat:ion management procedures
and tools.

512E OF Ada USER COMMUNITY. The
DOD standardization policy for Ada
obviously resulted in an Ada users
communaty that erceeds the s:ize of
the JOVIAL users community by
several orders of magnitude. User
services 1s already a big job and
that job will ancrease
significantly for the Ada users
community. We recommend a direct
extension of current JOVIAL users
services, with the addition a
liaison function to interact with
other user groups that may exist
There is the JOVIAL/Ada Users Group
transitioning to an Ada/JOVIAL
Users Group, and¢ by popular demand
they have establ-.shed the "Ada
Corner™ in the JOVIAL Newsletter.

RAPID GROWTH OF Ada EXPERIENCE
BASE. With Ada an early smphas:is
on user support and coordination is
anticipated among the Services to
assimirlate and dispense a common
knowledge base. Then, as the users
emerge, a rapad growth of the Ada
experience base and a high demand
for comprler validation services 1is
expected. This means early
preparation s essential to bocome
familiar with ACVC and to refine
JOVIAL procedures for administerang
it effectively.

Ada AS AN ANSI STANDARD. DOD
recognized that to accomplish 1ts
long term purpose, it must expose
Ada to public review and obtain a
national consensus. Therefore, DOD
epproached the American National
Standards Institute (ANSI) about
making Ada an ANSI standard. oOf
three possible avenues for
accomplishing this, DOD chose the
canvas approach, The canvas has
been completed.

As a sponsor of Ada as an ANSI
standard, the DOD will be totally
responsible for maintenance of the




standard Later, DoD intends to
make Ada an international standard
through the International Standards
Organization (ISO). The degree to
which the DOD, ANSI and IS0
standards are the same will be
affected by the review process of
the respective organizations.

Once Ada 315 an ANSI standard, it
must comply with ANSI rules, which
require Lhat the standards must
erther be revised, reaffirmed or
dropped within & fave year period.
This means any changes to MIL-STD~
1815 w2ll be reviewed by the ANSI
technical committee before approval
18 given to ipplement those changes
in the ANSI standard. Furthermore,
1f Ada becomes an IS0 standard,
another level of review is required
by an international committea to
approve changes to the ISO
standard. Notice of plans to
revise the IS0 standard must be
given to the international
community at least a2 year ahead of
the target date for revision of the
standard.

SUMMARY OF SOFTWARE STANDARDS

JOVIAL was to be the interim standard
language for Air Force avionics embedded
computers until Ada became available.
Language control 1s the assurance of the
1ntegrity, stability, consistency and
usability of the language. The four major
elements of language control are: (1) a
well defined and consistent policy for
controlling language changes, (2) a
mechanism for making these changes, (3) a
mechanism for checking for conformance to
the language spacification and (4) a
centralized knowledge source. The
principal conirol tasks are establishang
and maintaining Language Control Facility
(LCF) policy, maintaining the language
specification, maintaining the val:idation,
performing validations, and providing user
and Program Office support. The LCF has
developed rigorous descraptaons of
procedures for these tasks using SADT
models. These models promote tight
administration of the control function and
provide an organized basis for
reconfigurang the language control function
to new languages, such as Ada.

There are several readily recognized
characteraistics of Ada that need to be
considered in establishing language control
for it. First, since Ada is DOD-wide,
maintenance of the specification will
require inter-Service and AJPO coordination
and will be a lengthy process. One
approach to streamlining this task was to
establish both a component level and a DoD
level of LCF analysis, and, in effect, set
up a well coordinated double-~screening
process. Second, the Air Force trend
toward transitioning to Ada very gradually
suggests we should build the Ada control
function to be operated in parallel with
that for JOVIAL, then gradually phase out
the latter. Third, a need is anticipated
for frequent testing and retesting of Ada
compilers and a possible need for
validating partial amplementations,
including those on microprocessors. This
makes configuration management of the ACVC
a very important factor in successful test
administration, and it poses many new
challenges for language control. Fourth,,
the large size of the Ada user community
makes user support a big job, and liaiscn

among user groups will be necessary.

Fifth, a rapid growth ¢f the Ada experience
base and an equally rapid transaition to &
high demand for validation services is
anticipated. Finally, with Ada as a
military (DOD), ANSI and ISO standard,
coordination on changes to the language
will be especially important and will
affect control activaties at all levels.

APRLICATION OF MIL-STD-1750A INSTRUCTIONAL
SET ARCHITECTURE

The Axr Force wanted to develop a MIL-STD-
1750A chip set. However, past DoD
contracting for "non-commercial” chip sets
had not been supported by the semi-
conductor industry becauso of the low (by
thea: standards} quantity production runs
planned. To interest the semi-conductor
industry, ASD decided to use a "prime
airplane contractor™ with a large
production run to incorporate the standard
chip set. Thus, the F-16 System Project
Office contracted with General Dynamics to
procure a small, low-power, cost effective
implementation of MIl1-STD-1750A for use on
the F-16 program.

An ainstruction set architecture (ISA) as
described in MIL-STD-1750A 1ncludes not
only the instructaon set, but &lsol the
interrupts, fault handling provisions,
extended memory addressing, and protection
mechanisms as viewed by the machine
language programmer. In this design, all
features of the standard are partitioned
into three sets of requirements: (1) the
Central Processing Unit (CPU) incorporataing
all mandatory requirements for the F-16;
{2) the Memory Management Unit (MMU)
combining the optional features of extended
memory addressing and operating systam
paging protection; and (3) the Block
Protect Unit (BPU) holding the memory
write-protectaion maps. Other optional
features within the standard are left to
the »mbedded computer system designer where
they may be incorporatad easily with
standard digital components.

One benefit was the establishment of the
MIL~STD-1750 Users Group 1n August 1979 as
a voluntary organization of industry
representative to exchange information and
status of MIL-STD-1750, and to recommend
changes to the standard. This established a
pattern for future new technology
development. MIL-5TD-1750 1s the standard
for an i1nstruction set architecture. It
does not define specific implementation
detaxls of a computer.

The benefits of this standard ISA are the
use and re-use of available support
software such as compilers and instruction
level simulators. Other benefits achieved
were: (1) reduction in total support
software gained by the use of the standard
ISA for two or more computers in a weapon
system, and (2) software development
independent of hardware development.

The Air Force recognizes the group as the
sole industry body to recommand changss snd
improvements to the standard. Although the
Air Force and other government
representatives participate in the
committee and group discussion, they do not
vote. The Axr Force uses a "Control Board”
to accept changes or refer them back to the
users group. The control board and the
users group is part of tne control
structure which the Air Force has
established for MIL-STD-1750.

.
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The committees are the backbone of the
group. The following 1s a summary of the
function of the committees.

Standards - To interpret and clarafy
definitions and descraiptions appearing in
MIL-STD-1750; to assess the scope and
applicability of the standard.

Ac¢chitecture - To assess the value and
impact of proposed arch:itecture
modifications or extensaons to the
standard.

Verification - To address issues related to
verifyirng and certifying MIL-STD-1750
hardware amplemcntation.

Software Tools ~ To act as an information
exchange to MIL~-STD~1750 related software
tools, and to assess the need for MIL-STD-
1750 support tools.

Lisigson - To retain c¢ommunication and
coordination with other related
standardization groups.

The group has meetings three or four times
& year, each for about two days. The
committees elect their own committee
officers and make committee reports to the
full Users Group at each meetaing.

THE STORES MANAGEMENT INTERFACE DEVELOPMENT
~ MIL-STD-1760

Intercperability between aircraft and
stores was precluded by a set of
obstructions. Within this set, a primary
obstruction was the nonstandard axrcraft-
to-store and store-~to-aircraft electrical
interface. 1Interfaces between aircraft and
Stores are becoming increasingly
sophisticated and complex. At the same
time, thete 15 an increasing desire on the
part of interoperability between arrcraft
and stores.

The number of different types of stores 1is
large and continues to grow as a result of
development and acquisition programs.
Stores ainclude conventional general purpose
bombs, guided bomb dispensers, missiles
(arr-to-air and air-to-ground), nuclear
weapons, sensor pods, dropped sensors,
camera pods, counter- measure pods, fuel
tanks, dispensers, guns, rockets, etc,
Interfaces between aircraft and stores are
only partially gquided by standards and,
therefore, have tended to evolve into
system peculiar mechanical
adapters/connectors, electronic signals,
power connections, and other armanment
assemblies which make interoperability
impossible without major modafications to
aircraft and/or stores on a case-by-case
basis. The trend toward more complex store
functions which require insreasing amounts
of avionics data from aircraft systems 1is
causing the problem to become increasingly
acute. Examples of this situation are
AMRAAM, HARPOON, PHOENIX, HELLFIRE, ATLAS
POD, ALCM, etc,.

On the aircraft side of the interface,
Stores Management Systems {(SMS) ara unique
to each aircraft type and sometimes each
nodel, 0ld aircraft Stores Management
Systems are generally hardwired, not
integrated not automated and reflect
outmoded, obso)escent electronics design.

Although new aircraft SMS designs refle:t
current technologies in electronics &.d
cowmunications, they are still) tailored to
8 specific store list and were not designed

for growth. Invariably, the changing
stores last requires modifications almost
as soon as the aircraft begins 1its
operational life. The adoption of
acquisitiosn methods which result :n
arrcraft systems whach are tailored to
handle spec:ified lists of stores has
limited weapon system capabilaty, growth,
and flexibility. These methods yield
weapon systems which are well defined
within themselves, but are inflexible and
costly to modify.

The intent behind developing MIL-~STD-1760
was to support achievement of
1interoperability between independently
designed stores and aircraft by imposing
specific interface design requirements
applicable to each. To accomplish thss,
the interface characteristics of the
airrcraft and of the stores must be
controlled so that each unit of a given
kind, e.g., a carriage store, is
functionally interchangeable with any other
unit of the same kand.

The overall goal of the standard 1s to
remove non-standard electrical interface as
an obstruction to interoperabilaty
Application of the standard will result an
a wide range of stores being anteroperable
with a wide range of aircraft.

Modafication of aarcraft and store hardware
to allow individual combinations to operate
together will be minamized. The use of
adapter modules will be discouraged In
this way, the effort and cost necessary to
integrate aircraft and stores will also be
minsimized.

MIL-STD-1760 was designed to be flexible
enough to accommodate individual system
peculiarities. In partacular,
impleméntation may change with technology
advances as long as the anterface
characterastics asre maintained. The MIL-
STD addresses only the electrical interface
between aiicraft and stores.

Compatibility parameters such as size,
weight, aeroiynamics, avionics
capabilities, etc., must be satisfied in
addition to the electrical interface in
order to realize interoperability. The
electrical, or MIL-STD-1760, portion of the
aircraft/store integration effort will
ultimately be limited to developing
software modifications necessary to
accomnmodate nevw stores.

To achisve the program objectives, the
Aarcraft/Store Electrical Interconnection
System (MIL~STD~1760) consisted of three
hierarchical elemsnts: electrical,
physical, and logical. Each element is
described below:

a. Electrical: Tne electrical element
quantitatively specifies the signal
set the aircraft must provide and
that the store must utilize. The '
signal set for the Axrcraft Station
Interface was published in July of
1981.

b. Physical: The physical element of
the standard defines the
intermateability characteristics of
a set of armament connectors. It
is envisioned that the
characteristics of the follow:as
three classes of connectors will be
specified:

¢ An umbilical connect for gravity
release stores employing the MIL-
STD-1760 signal set. '




"

o A low cost connector for simple
stores employing a limited subset
of the 1760 signal set.

o A blind mating connector foir rail
launched stores employing the 1760
signal set.

To achieve the goal of interoperability, 1t
is not necessary to completely describe the
interconnection component as one would, for
example, by calling out a particular part
nunber.

The physical element of the standard

defines only those characteristics N
essantial to intermateability. Essentaally
this means that a particular set of
physical dimensions had to be defined.
method of achievang this definition for
gravity release and most eject launch
stores was to select a set from an existing
state of the art connector. Several
manufacturers designed similar connectors
for MIL-STD~1760 employment under the
constraint that each must employ the
selected set of intermateability
dimensions. The problem of
intermatoability also includes defining the
connector insert physical and functional
layouts, partacular contacts, crimping
tools, and etc,. In all, some ten or
twelve piece part specifications were
required to completely define a connsctor
as a functionally intermateable systenm.
Most of these have been developed,
coordinated, and published for the lanyard
release or so called umbilical connector
for gravaty release weapon.

The

The umbilical cohnector described above 1is
intended for relatively sophisticated
weapons and as such is complax. There was
an effort under the SAE AE~9 Aerospace
Avionics Equipment and Integration
committee to define a signal set for simple
low cost stores (SLCS). A configuration
employing only a single channel MIL-STD-
1553 data link, 28 volt dc power,
addressing lines, and associated ground
returns has been proposed. The major
difference was in the method of selecting
the intermateability aspects.

Rail-launched weapons pose particular
interconnection problems such as the
necessity for blind mating., There is also
the problem of rocket or jet blast burning
of connector contacts. Becausse of these
considerations and others, the definition
of the physical interface for rail-launched
stores was deferred to following that for
gravity release weapons. The first store
incorporating the MIL-STD-1760 interface on
the F-16 will be the AMRAAM missile which
will be added to the existing AIM9
stations.

It was recognized that the interface
requirements specified for the AMRAAM
program were going to impose very difficult
and complex interconnection problems.

Since the AMRAAM launcher must meet certain
interface requirements unique to each of
the F-14, F-15, r-16 and r-18 axrcraft,
internal space allocataon for the connector
and :ts release mechanism was critical.

The method of coupling the missile
receptacle to the lsuncher connector was .
readily adaptable to other rajl-launched
weapons. That possibility in itself drove
the AMRAAM connector toward a standard
device.

It was desirable to undergo a long term
systematic development program for these
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three classes of connectors. However, the
requirement was for interoperability was
now, The approach MIL-STD-1760 had taken
was to select and standardize on the best
which is available or can be made available
in the near ternm.

<. Logical: The Logical element of
MIL-STD~1760 is primarily concerned
with the utilization of the MIL-
STD-1553 multiplex data bus.
Although this multiplex standard
defines word types and protocols
for general types: of data
transfers, further defanition would
be helpful to optimally apply MIL-
STD-1553 an the aircraft/store
environment.

It was envisioned that the MIL-STD-1760
logical element would be comprised of two
primary areas; Standard Data Words and
Aircraft/Store Protocols. Standard Data
Words are MIL-S5TD~1553 data words which
have been assigned specific bit patterns to
represent functions, commands or values.
As such, they provide the same inrormation
to all users. If data words are not
standardized, implementors will by
necessity derive their own. Unique words,
in turn, complicate aircraft or store
interpretive hardware and software. The
Aircraft/Store Protocol area provides a
defanition of rules to transfer data
between aircraft and stores. Additional
protocols are necessary in such areas as
user application data, store addressing,
message routing, block data transfer,
message encoding, encryption, and fault
handling.

MIL-STD-1760 implements a new philosophy in
arrcraft/store electrical integration. No
longer will aircraft be restricted to
designs for unicue sets of store
requirements and, conversely, stores will
not be constrained to interfacing with
arrcraft peculiar electrical
configurations. Through MIL~-STD-1760,
aircraft will offer a standard electrical
capability and stores will electrically
integrate in a prescribed and orderly
manner. Through MIL-STD-1760,
interoperability can be enhanced and
arrcraft modification costs reduced.

ACCEPTANCE OF STANDARDIZATION

The success of any standard is determined
by its acceptance in the community at
large., It is not enough to simply
introduce a standard, {t must be applied.
The degres of acceptance is often affected
by, (1) the manner in which the standards
are developed and introduced to system
designers, and, (2) how they impact
organizational structures. To improve the
speed and effectiveness of the
standardization process, it is necessary to
choose an appropriate acministrative
approach to standardization.

Four major administrative approaches have

been used to introduce standards. These

sre:

a. Defacto industry standard -~ an
official standard is adopted by
manufacturers to increase product
compatibility.

b. Technical society committee ~ the

standardization process officially
sponsored and monitored by a
recognized technical society,
as IEEE, SAE or EIA.

such
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c. User Gioup - a committee of
interested military and industry
personnel meets regularly to
develop or mature a standard.
Examples include the JOVIAL User'’s
Group and the 1750 User’s Group.

d. Unilateral government ~ an
interested government organization
develops a standard and requires
its use on related prograns.

Neither the defacto industry nor the
unilateral government approach have high
succesy rates since only one side of the
product development partnership is
involved. Hoth the technical society
committee and user group approaches have
worked very well. For systems with purely
military applications, the user group
approach is favored since the military can
sponsor the group. The military can then
determine the participants in the meeting,
set the frequency of the meestings, and fix
target dates for the availability of draft
standards.

By itself standard modular executive
software provides only limited improvements
in the system software design and
integration effort. Much greater
improvements can be achieved if the
standard modules are combined with standard
interfaces between the execut.ve to
applications and application tasks, and to
the buses. A rigid executave to application
interface, such as the one developed for
the DAIS program, permits the applications
software design tasks to be undertaken
without detailed knowledge of either the
executive or the system control procedures.
In addition, the applications software can
be functionally partitioned allowing
independent design groups to define and
develop portions of the system. As long as
each software module adheres to the
standard interface, and as long as the
standard interface module includes the bus
control functions, the system integration
process becomes a simple mechanical task.

Technology is becoming available to
sagnificantly 1ncrease the effectiveness of
military aircraft operating at night,
weather and in a severe threat environment,
The potentially of this technology can be
realized through improved integration
design based upon modular hardware and
software conceptt and proper application of
a program of military standards acceptable
to industry.

The technical approaches selected during
these efforts need to be rapidly reflected
1n additional military standatrds that will
encourage industry wide acceptance of
common modular desion techniques.

wWhen the modularity concept is fully
exploited, resultant availabilaity snd
performance levels will be equivalent to a
larger operating fleet, thus providing
force multiplication. Current Air Force
avionic integration technology progranms
should be supported to provide a forum and
proving ground for these ainitiatives.
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AVIONICS STANDARDIZATION IN EUROPE
by
L. GUIBERT
DGA/DCAS/STTE
129, Rue de la Convention
75731 PARIS CEDEX 15

SUMMARY

| will first try to recall the different bodies which deal with standardization at both french and
european levels.

Avionics standardization in Europe relies up to now on common standards, such as Stanags. That
approach 1s not large enough to ensure real interoperability, as will be demonstrated with the Link 16
example.

It is foreseen that one of the major challenges for future avionics standardization will be the
modularity. For some reasons, there must be international commonality in order to obtain minimization of
costs.

One important issue is clearly the applicability of modular avionics on board european aircraft.
This has been studied in France with relation to the Rafale. The results of that study will be discussed in
some details.

Another issue is the standardization of instruction Set Architectures (ISA) in the field of data
processing. That concept helps solving some problems, such as software interchangeability and
reconfigurability, but has also severe drawbacks. A soluiion to the need which does not imply common ISAs
is envisaged in France : the software bus. That concept, related to EXTRA (for Real Time Ada Extension) is
proposed.

it is clearly understood in Europe that modular avionics will gain maximum advantage if its F3l
specifications are common to the different nations and services within NATO. This enforces tiie need for
cooperation at both governemental and industrial levels. Europe has launched two multinational
programmes in order to define and validate a common avionics architecture for application in the 2000’s
the ASAAC (cooperation between UK, GE, FR and hopefully US) and the EUCLID CEPA 4 (within the IEPG)
The scope and content of first phase of these programmes will be described.
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INTRODUCTION

This lecture will be divided into five main parts :

- A review of the different bodies in charge of aerospace standardization in Europe.

- The relationship between standardization and interoperability.

- An example of area where standardization has large implications : modular avionics.
- Another example * the Software Bus.

- Conclusion.

| - NORMALIZING ORGANIZATIONS IN FRANCE AND IN EUROPE

The organization globally in charge of normalization in France is the AFNOR (Agence Frangaise de
NORmalisation), which is subordinate to the Ministry od Industry. It elaborates the national standards (NF) in
every industrial sector, in concert with other specialized normalization offices.

At the european level, the counterpart of the AFNOR is the CEN (European Standardization
Committee), which works out the European Norms (EN). The AFNOR is representing France within the CEN,
while other national organizations represent their countries. The aerospace industry party to the CEN is the
AECMA, which gather a number of national trade associations.

In that aerospace sector, the BNAE (Bureau de Normalisation de I'Aéronautique et de I'Espace) is in
charge of elaborating and editing the french standards (NFL). For that purpose, it works in re'ation with the
ministry of Defence, via the DGA (Délégation Générale pour PArmement), and wilh industry, via the GIFAS
(Groupement des Industries Frangaises Aéronautiques et Spatiales, the french ad hoc trade association), which
secure most of the necessary fundings.

The BNAE may also assume other tasks, such as

- technical support 1o the elaboration of new standards, both at national and international levels,

- conducting inquiries in France regarding international draft standards.

This is particularly the case for NATO standards (Stanags) in avionics (AVS and Al NATO groups).
For that purpose, it has set up several specialized working groups, to which the industry and the DGA take
part.

The BNAE s also representing France at 1SO (International Standardization Organization) in its
area (TC 20).

Figure 1 describes the relationships between the different standardization bodies in France, in
Europe, within NATO and worldwide. Figure 2 shows the participating countries to the international bodies.

I - STANDARDIZATION AND INTEROPERABILITY

It is generally agreed that interoperability necessitates the conformance to common standards. The
pending question is : is that sufficient? In order to answer it, it is usefull to consider a particular exemple .
the fink 186.

Briefly described, the link 16 is a protected, networked data link, that is defined by the Stanag n°
5516, which amongst others, describes the usable messages, part of which are mandatory and other are not.
The organization of the networking and of the messages is to be in accordance with another NATO document, the
AdatP16.

In this case, interoperability lies in the ability to exchange and understand messages among
different participants : Air, Land and Sea Forces from one or several allied contries. This means that the
following must be defined :

- the mu'ti-forces or multi-national networks that will allow the exchange of information,

- the messages that will be exchanged within each network, together with their emission order and
time by the terminals,

- the content, formatted at the bit level, of the messages (field).

For each net, it is necessary to define data transmission frames in the same way it has to be done
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for such a multipexed bus as 1553B. This implies some Inter-forces office in charge of organizing the
communication nets and channels.

It is clear in this case that the pure implementation of common standards (stanags, AdatP) does not
fullill the need for interoperabllity. This requires additional tasks, to be done commonly by all parties.
Moreover, complete interoperability cannot be guaranted unless the participants utilize the same hardware
and the same software. If not, the amount of trials and tests that it would necessitate is well beyond the feasible

This exemple learns two lessons.

First, common standardizalion cannot ensure interoperability in all cases.

Second, some requirements in that field, given the amplitude and the difficulty of the tasks to be
performed, may lead to cooperative work, including the industrial one.

ill - MODULAR AVIONICS - AN APPLICATION STUDY

Modular aviorics is another field where cooperative approaches are needed, from the design phases
on, in order to ensure a certain level of interoperability.

This part of the lecture is divided in four chapters :

- review of the concepts,

- review of the programmes,

- applicability to an european fighter aircraft,

- conclusion.

1li-1 - The Concepts

Actual avionics systems are composed of pieces of equipment (black boxes), connected to several
data nets (busses), each of which performs one or more functions. Each box is optimized for its functions, and
the system architecture is fitled to the missions of the aircraft, taking into account the constraints, such as the
arrangement of the equipment cases, the volumes, weights, consumption of thehardware, the cost/performance
ratios, etc. The system components are defined, in theory, following a functional analysis which leads to
determining and sizing the necessary functions and to assign them to such or such box. There are however some
functions that can only be completely described during the development. In such a case, the sizing of the
material resources is defined with some margin. This is also done in order to allow the future system evolution
(pre-planned product improvement), whenever possible. There Is obviously in that approach some potential
problems, such as under- or over-gstimation of the capabilities and performances of the equipment.

in addition, given the increasing complexity and integration of the functions and the number of
missions in one hand, and the technological break through in the other hand, that kind of architecture has today
some clear drawbacks.

This is true at the technical level, because in addition of the problems already mentionned, it
induces very important data exchange volumes, and thus an increasing complexity for the communication nets.
The data fusion capability is also bounded by the multi-location of information and of the related processing.
Consequently, integration and validation become difficult to deal with.

At the operational level, the availability and survivability are hindered, because redondancies of
functions are only possible by doubling the hardware that implement them, which Is not allways possible and
is only efticient after one first deficiency.

For maintenance purposes, each failure leads to the replacement of one (at least) box. The spare
parts stocks are therefore heavy and costly, and many skilfull people are needed.

As far as costs are concerned, some drawbacks have already been showed (maintenance,
avaitability). Some other ly in the black boxes approach, due to the separate deve'opment and acquisition of
each of them, with generally very few common components, which obvicusly multiplies the spendings.

The modular avionics offers to cure these illnesses. i

The main idea is to gather within a small number of digita!l centers all the digital processings,
which represent the large majority of the future systems. One such center is composed of an electronic rack,
in which standardized, interchangeable processing slements are plugged.
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The potential advantages of that concept can be descnbed as follows.

All the functions of one type, realized up to now by a piece of equipment or another one, are |
performed by generic modules. The number of the different modules (electronic boards) needed is therefore
much lower for the entire system. This reduces the complexity of the system and the development costs (and
the production costs because of higher volumes).

The modules are provided with full self-test capabilities, in order to allow the detection and
localisation of the failures on one of them. They are replaceable in line. Thus, the maintenance is highly
simpler, and the spare stocks are less voluminous and less expensive.

One process can be realized by whatever module of the right type in the rack. The related
operational software is stored in mass memories. This allows multiple path reconfiguration, with an installed
capacity much lower than needed with classical architectures. The resulting availability and survivability are
increased significantly, up to the point where the spare modules in a rack, together with their high reliability
allow to start a mission with an initial failure ratio without loosing every reconfiguration capability.
Theoretically, the scheduled maintenance operations may adequately ensure the needed availability.

The processing capacity provisions may also be utilized for system improvements and makes them
easier and cheaper.

Modular avionics shall globally altow the system volumes, weights and power consumption to
decrease, with the synergstic regroupment of functions (in that area, the comparison with other solutions
must be done considering equivalent capacities, in particular in the field of reconfiguration), and the
refiability to raise because of different factors (use of leading edge technology for every module, lower
dissipated power and interconnection, etc).

1t 1s however at the financial level that the benelits must be definitive, particularly in the context
of diminishing defense budgets. In that area, the reduction factors have been raised above : in acquisition cost
(for development, with the reduced number of different hardware, and of the associated tools for software and
validation tco, and for production) and in life-cycle cost {maintenance, logistics, improvements).

It must be clear that the ability to reduce costs with depends heavily of the obtained level of
standardization. The more platforms will make use of the same modules, the more attractive will be the scale
savings. This is the reason why the success of modular avionics lies in its universal application to every
military aircraft, in the same way. This is particularly true in Europe, where the naticnal military fleets are
not large enough to completely achieve the potential savings, with regards to the investment that is necessary
to develop the concepts.

In that wide area, the completion of common standards to several nations requires to take into
account the specific needs and constraints of each of them : here, the need for standardization leads to a high
degree of cooperation between the nation, at both governmental and industrial lavels.

This brings to a new sophisticated kind of interoperability. The modular avionics concepts open the
way towards new objectives : be able to implement on a platform a function that was developped for another
one, by means of standardized hardware and software, and to maintain the systems of severai aircraft with
common means (lools and spare parts). These objectives are ambitious, but not irrealistic from a technical
point of view. They are perhaps one of the key-points for our ability to keep a highly efficient defense with
limited budgets.

-2 - The programmes

The modular avionics concepts have come out in the United-States, in the frame of the PAVE PILLAR
programme conducted by the USAF Wright Laboratories. This programme was started in 1982 to provide the
preliminary architecture definition, and was terminated in 1987 with the production of detailed design
spacifications for the architecture.

On that basis, a US tri-service committee, the JIAWG (Joint Integrated Avionics Working Group),
was settled to identify and develop joint avionics components and software, for application on the Advanced
Tactical Fighter (ATF) and the Light Helicopters family (LHX).

In Europe, several projects have been launched in that area.
In Germany, the NAS (Neue AvionikStruktur), started in 1986, is intended to define the next
generation of avionics suite and to investigate its applicability in retrotit programmes. Its phase 1, terminated é

in 1988, provided a concept definition for advanced modular avionics and a concept evaluation. In phase 2,
started in 1989, a risk reduction demonstration for subsequent developments has been undertaken, and will
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lead in 1991 to preliminary architecture specifications.

In the United Kingdom, a continuous research programme is running since 1986, for identifying
relevant technology and concepts and modeling life-cycle cost benefits. Subsequent work has been aimed at
investigating critical areas. A flexible research rig 1s being developed that wilt enable new concepts and
components to be tested.

In 1988, the UK MOD began a programme to demonstrate advanced modular avionics architecture :
the A3P (Advanced Avionics Architecture and Packaging). The first phase, which is complete, was intended to
study emerging concepts and technologies and to 2ssess the benefits in operational performance. Phase 2 will
consist of subsequent architecture definition and ghases 3 and 4 of validation of the feasibility and of the
definition.

In France, the development of data processing, high-speed data bus interface and mass memory
modules, compliant with the PAVE PILLAR standards, was began in 1988, in cooperation with the United-
States (USAF). Validation is expected in 1992. The applicability of a modular avionics suite to a fighter
aircraft has been studied in an etfort started in 1989. The results of that siudy will be adressed in the next
chapter. It willbe followed by a definition and validation phase, in the frame of an exploratory development, A3
(Architecture Avionique Avancée). Some risk reduction studies are also started in 1991.

All these efforts require the knowledge of many aeronautical compagnies, and must be coordinated
in order 1o ensure the convergence towards common specifications. The BNAE, in its role of technical support
for future standards, has been tasked to do that coordination, for the purpose of which several working groups
have been formed, which are comprised of members from the whole french aeronautical industry and from the
DGA

In another hand, several efforts I . veen initiated for the application of the concepts of modular
avionics in the fiald of the CNI (Communication, Navigation, Identification). In the United-States, the ICNIA
(integrated CNI Avionics) led to the realization of advanced development models which integrate the CNi
functions in the 2Mhz-5GHz spectrum and whose evaluation has begun in 1990. In the United Kingdom, the
RAE (Royal Aircraft Establishment) has realized a technology demonstrator designed to show the capability of
an integrated communications suite. In Germany, the NAS has dealt with the CNI and in France, the need for
integrated CN! and the associated architecture are being studied under the SIERA project (Systéme Intégré
d'Equipements de Radio Aéroportés), lauched in 1990. The results will form the bases of an exploratory
development to be initiated in 1991, that will be aimed at the architecture validation.

This brief listing shows that the different countries have the same preoccupation and the same
general objectives. But the related efforts are nalional ones. As has been demonstrated earlier, getting
international standards in that domain necessitate extensive cooperation. This requirement is still enforced by
the heavyness of the investment involved in the validation of a modular architecture for the whole avionics
suite.

This is the reason why the four countries above mentionned (USA, UK, GE, FR) have worked since
1988 to the initiation of a cooperative programme for the definition and validation of a common avionics
architecture, aiming at application in the years 2000-2010 timeframe. It is the ASAAC (Allied Standard
Avionics Architecture Council). Its mission is to develop the technical specifications for an A3 consisting of
functionally interchangeable (form, fit, function, interface), integrated avionics modules that can be used by
different aircraft as needed to perform their mission. The ASAAC end objective is to propose a set of validated
Stanags for a common A3 and associated avionics building blocks {common modules), allowing to ensure their
interchangeability.

A partcular emphasis will be put on core avionics and the CNI. however, the programme will tackle
the problems related to the entire sensors system in an aircraft. It will comprise several phases : definition,
validation, evolutions.

The ASAAC is the object of a memorandum of understanding signed by the ministries of defense of
Gerniany, the United Kingdom and France in 1990. Due to budgetary constraints, the United-States DOD
(USAF) was not able to sign it at that time, although it had participated very actively to its preparation. it
shall do so in 1991. By signing this memorandum, the ministries recognise that their main emphasis in future
avionics standardization lies within ASAAC. For the european countries, this will lead to reorient towards this
cooperative programme most of the actions above mentionned that are not yet started, such as the exploratory
developments A3 and SIERA in France.




-3 - Application of modular avionics to an european fighter : one example
]
3:-1 _Obleclives

Applying the modular avionics concepls to an existing aircraft raise a number of problems that
have to be studied. In such a case indeed, some constaining factors lie in the fact that a number of elements are
already defined and shall not hopefully or cannot be modified. This is conditionning the ability to examine the
feasibility to carry out these concepts, particularly for a mid-life update. It is moreover a mean to mesure the
advantages over classical architectures.

In order to investigate that question, the STTE has awarded a contract to the french industry dealing
with the implementation of modular avionics on the Rafale aircraft. it has been carried out by five major
aerospace companies (Dassault Aviation, as lead contractor, Dassault Elgctronique, Sextant Avionique, SAGEM
and Thomson-CSF) and was terminated in mai 1991.

The main objectives were :

- getting the bases of a modular architecture that could be used for the following developments in
France and in cooperation,

- examining the characteristics affecting the whole system,

- evaluating the degree of applicability of the main concepts to an existing platform, and the relatec
constraints,

- determining a set of standardisable modular resources with the technology available today.

The main constraints taken into account were :

- the already defined arrangement of the equipement cases and of the volume available for avionics,

- the utilities definition : electric power generating, cooling and conditioning systems,

- the security objectives related to the very low level and terrain following missions.

The operational functions are those alrready defined or planned, with the hypothesis that the
functiona’ architecture is independant of the physical organization on which it is projected. The aim of the
study is not a global validation of the concepts, but to propose a modular construing of the physical resources
representing the system architecture (the ANS : Attack and Navigation System), considering identical
functions, and to highlight the benefits, drawbacks and constraints.

3-2_Hypotheses

The fundation for determining the ANS specifications are the operational functions (OF) that it
must fulffill. In the frame of this study, only the main OF, which affect directly the system definition, i.e.
which allow to dimension it, have been considered. Other minor functions coulb be added, but without inc Jcing
heavy modifications of the physical resources. The considered OF were :
- navigation
control
localization/updates
approach and landing
flight management,
- communications (clear and jammed modes),
identification,
aircraft systems (utilities) management, ‘
- Man-Machine Interface (MMI),
breakdoown and alarms management,
on-ling maintenance,
mission preparation/restitution,
air to air fire-control,
air to ground fire-control,
- very low altitude flight,
- self-protection,
- tactical situation awareness.

In the already defined system, these OF are realized by means of material resources comprising 29
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black boxes and 3 multiplexed Stanag 3913 busses.

It is worth to note thet the fly-by-wire system is not part of the study, and that the resources
related to the self-protection(ECM) and the forward looking optronic (FLIR) systems were not taken into
consideration, because of lack of sufficient progress in their definition at the time of the study.

3:3 Method

From a system point of view, modular avionics run into notions like fault tolerance and dynamic
reconfiguration of the functions. This is the reason why a breakdown struc'ured approach into boxes and
elementary modules (LBM : Line Replaceable Modules) cannot lead to an optimized architeclure, because it does
not take into account every possible regroupment and commonality of the processing ireatments, nor their
possible standardization.

The adopted method is a top-down approach, starting from the existing results of the ANS functiona
analysis. In a first stage, the defined OF have been gathered within some entities having physical
characteristics of the same nature : the Homogeneous Entities (HE).

That approach allows to determine the different primary components that are capable of fulfilling
one function with ciose relation to their paterial caracterisrics : the Material/Functional Modules (M/F-M).
For instance, there are :

- a multispectral receiver module, whose function is the multispectral RF reception,

- A DSP module (Digital Signal Processor), whose function is the execution of one or more digital
signal processing algorithms,

- efc.

At that stage, a M/F-M is not a LRM, because commonalities leading to physical module
standardization has not been sought. In addition, one M/F-M may be composed of several LRMs. This
partitioning allows to :

- assess the different processings associated to each M/F-M and to identify their specific
characteristics,

- determine the Inpout/Output of each of them, from an informational point of view (type, flow,
caracterisrics of the data) and from the physical pont of view (type of link, encoding, frequency, throuput,
etc),

- assess the constraints related to each M/F-M : location in the aircraft, temporal (dating,
response time, synchronization), working safety, confidentiality (red/black isolation), power supply,
volume, conditioning, etc.

Each M/F-M being defined, it is possible to envisaged their gathering according to such criteria as

- safety (gathering in one rack redondant modules, or separating two parts in order to avoid a
simple failure to hinder a whole function),

- vulnerability (physical separation of subsets for damage hardening purposes),

- facilitating the integration and validation (by homogenizing the functions in ane rack),

- minimizing the data throughput between racks (oy gathering the modules exchanging a great
volume of information among them),

and taking info account such constraints as :

- the number of LRM in a rack,

- the number of racks in a case,

- the disposal ancu arrangement of the cases,

- the maximum powe: consumntion of a rack,

- the number of links to a bus,

- the maximum distance between transceiver on a bus
- efc.

This lead to defining 7 Homogeneous Entities, as shown on figure 3 :
- HE1 : Fly-by-wire and powerpiant system (not studied)

- HE2 : Aircraft Systems (utilities) Interface (ASI)

- HE3 : CNi (Communic~tion, Navigation, Identification)

- HE4 : Core system

- HE5 : MMI (Man/Machine In:_ -face)
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- HES : SSI (Stores-System Interface)
- HE7 : REO (Radar, ECM, Optronics)

On figure 3 appears a System Communication Net (RCS Réseau de Communication Systdme), which
reflects the total integration of the architecture. It is in fact composed of sub-nets.

Figure 4 shows, as an example, the break-down of HE2 into M/F—M. HE2 comprises the following

sub-systems : landing gear, electric power, starting, conditioning and fuel. The content of the four M/F—M is :

- sensors/acluators

They may be taps, valves, electro-valves, pumps, gauges, tachymeters, switches, etc. As afsr as
the electic supply is concerned, they are mainly switching and protection units.

- sensors/actuators interface

This module realizes the electrical interfaces of all sensors and actuators for each sub-system.

- sensors/actuators signal concentration

it collects every signal genarated by each interface to allow their processing by the management
modula. It may be implemented on the same LRM(s) as the interface M/F—M.

- resources management

This mocule gathers the intelligent part of each sub-system. It realizes the processing of the
controls, regulation and supervision of every circuit, of the failure analysis, etc. It is linked to the RCS in
order to exchange data with the other HEs.

This HE necessitate some redandancies and reconfiguration capacities at control and management
level, in order to ensure a sufficient availability, and some supervision and data merging mechanisms for
safety purposes.

The other HES are comprise :

HE 3 & 7 (CNi and REO})

Antennae

Hyner-frequency stage(s) (analog)
Pre-processor stage(s) (digital)
Signal processing stage(s)
resources management

HE4 (Core system)
There is here one sole M/F-M, which realizes the following :
- Technical managsment
initiatization
ground maintenance
sansor fusion
information synthesis (localization, tactical situaticn, malfunctions)
resources management (power supply, compatibility, sensors, armaments)
- Mission control
cooperation
flight conduct (elaborating the trajectories and the guidance and control information)
macro-functions such as fire controls, counter-measures, flight management
- failures and alarms management
- System management
- MMI management
synthesis
displays assignmant
controls assignment
- Mass memories management
map data base
mission preparation/restitution data base
reconfiguration software

HES (IHS)
Displays and controls
Video interface and concentrator interface
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Graphic and signal generation and commands interpretor
MMI resources management

HE& (SS1)
The stores interfaces are standardized following the MIL-STD-1760. The interfacing and *
distribution functions are implemented by a specific MIL-STD-1760 interface module (Stores 1/0).

3-4__ Results
3-4-1  General architecture

Based on the previous functional breakdown, a general architecture has been defined. It is shown on
figure 5.

It presents an intermediate solution for modular avionics, since some sub-systems are not
completely integrated : REO, CNI and flight control.

The main characteristics are as follows.

Core system
It is the heart of the whole system and it administers the entire avionics suite in association with a
set of technical resources (sensors and MMI) located in the other HESs.

Global bus definition

The processing (or management) racks are linked together by a global bus. In order to avoid
common mode failures due to the fact that rack intercommunication interface are obligatory waypoints, it 1s
necessary to make use of two global busses to which are connected every HEs. This is a high speed redondant
bus, like HSDB or HSRB (high Speed Ring Bus).

Secured system architecture

Taking into account the very low altitude (VLA) function leads to dispose of a dual architecture in
order to demonstrate the required safety level. This strengthens the need for wo global busses, with connectior
to both ones of the related sensors (radar, radio-altimeter, terrain data base), of the Core system and the
thght control system.

Secured Core system

The Core system elaborates the VLA trajectories. It must then be secured. This has led to separate i
into two sub-sets in order to ensure

- the VLA processing redundancy

- a lower physical vulnerability

- the VLA commands fusion.

Howaever, some safety mechanisms within one rack could be envisaged, which would be more
efficient than within one classical black box because of the dual backplane bus and the possibility to duplicate
and isolate the processes on different LRMs.

Notions of data base and dispatching bus
Some functions utilize an important volume of stored data. These data users are multiple,
especially when considering the software reconfiguration requirements, in case of failure or with regards to ‘
adapting it to different missions or system configurations. This leads to propose a “data base” rack, which
comprises all necessary storage resources and allows the access to all HEs.
The volume of transfered data may be very high, so there is a special bus for that purpose, which
avoids the global bus saturation: the dispatching bus. It may be the same type of bus as the global one in order
to achieve standardization (but for the Rafale, a 3910 would be sufficient).

Notion of sensor bus

There is a tremendous need of communication between some M/F-Ms of one HE (for instance, .
between image building and graphic generation in the MM, between the pre-processor and the DSP in the CNI, H
or between the arithmetic unit and the PSP (Programmable Signal Processor) in the radar, with throughputs
of about 100 Mbits/s). When these functions are located in different racks, they need a serial (because of the
distance between the racks), point to point, 100 Mbits/s bus in order to exchange data : the sensor bus.

e
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3

Notion of control and status bus (CS bus)

The analysis of the HEs physical breakdown shows a low band communication need for transmitting
such information as controls and commands and status data. This is especially the case for the many MM!
resources located in the cockpit : there, a 1553B bus fits, but must be doubled. This cccurs also between some
LRMs of the ASI and SSI, where a 1553B Is oversized. In that case, a RS422 type bus should fit.

Integration of the inertial Navigation Units (INU) into the FCS

The INU resources can be split into two sets : the inertial sensor with its supervision electronics,
and the data processing which calculates the pure and optimal inertial data. A hybridization of the inertial
sensors to the Flight Control System sensors allow to fuse information and to strengthen the validity of the
localization data. for that purpose, the inertial sensors are integrated in the FCS.

3-4-2 Physical breakdown

Each HE is splitted into LRMs. The modules format is double Europe (an implementation study has
been carried out with SEM E modules, but the equipement cases arrangement and volumes are not optimized for
that format).

Two types of racks have been defined

One has a capacity of 40 LRMs. It will be used for HEs comprising a great number of I/O modules
and a small proportion of connections to the backplane parallel busses.

Such a bus being generally capable of a maximum of 15 terminal units, a second rack with a
capacity of 18 modules is necessary. its size is :

Length 324,5 mm
Width 220 mm
Height 273 mm
Volume 19,5 liters

The 40 modules rack is twice this volume.

The composition of each HE and the module list is presented hereunder. There appears some
memory modules, which are related to the mechanisms of reconfiguration and dynamic assignment of the
resources. Today, such modules are proposed with a capacity of 4Mbytes, which is enougi for most of the HEs.
However, capacities of twice or four time higher are expected.

HEASI

This HE comprises, in a 40 modules rack :

- a processing set, in charge of managing all functions. The reconfiguration principles of modular
avionics should ailow to fulfill the requirement for safety and reliability,

- a I/0 set, with the redundancy of the interfaces directly implemented on the LRMs.

A CS bus performs the information exchanges between the two sets. The LRMs of the processing set
are connected via a parallel backplane, PI-BUS type, bus.

The list of the LRMs is as follows.

Set LEBM Number
Processing CPU 32 bits RISC 2

Memory 2
global bus Coupling 2

CS bus Coupling 2
Power supply

Sub-Total

110 Discrete Input
“ Analog Input
Discrete Output 3
Power Output
Specific Input
Specific Output 1
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“ Power Sup. for sensors/act. 2
Sub-Total 17

Total 28
Spares 12

HESSI

The breakdown is similar 1o ASI, with extra coupling to 1553B (for store interface) and
dispatching (for distribution of stored data to the stores) busses.
The list of the LRMs is as follows.

Set LBM Number
Processing CPU 32 bits RISC 2
“ Memory 2
“ global bus Coupling 2
“ CS bus Coupling 2
“ Dispatching bus Coupling 1
“ 15538 bus Coupling 2
* Power supply 3
Sub-Total 14
/0 28V Swilching 9
* 200V Switching 6
“ Armament safety Logic 1
“ Emergency safety Logic 1
) Viddo Matrix 4
“ Vidéo Options 3
" Concentration 2
Sub-Total 26
Total 40
Spares 0
HE MMI
It comprises :

- a processing set, in a 18 LRMs rack, connected to a PI-BUS and to the dispatching ht's {s::ap
generation, etc).

- a video functions and MM interface set, which handles the graphi~ generation and the commands
acquisition. It is composed of a 40 LRMs rack and comprises 2 DSP modules for the video processing. The
beackplane bus may be Pi-8US like, but a throughput higher than 25 Mbytes/s is probably necessary. It is
connected to the displays and control terminals by the mean of two 15538 busses with a high frequency duty
cycle (100 to 200 Hz) in order to minimize the response times.

Tha breakdown into two sets is further justified because their reconfiguration r>~hanisms are
different. They are connected by a redundant sensor bus.

The list of the LRMs is as follows.

St LM Numper
Processing CPU 32 bits RISC 7

Memory 3
global bus Coupiing
Sensor bus Coupling
Dispatching bus Coupling
Power supply

Tt ® & €

- = NN

Sub-Total
Video & Interface  Sensor bus Coupling 2
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DsP 2

Graphic generalor 5 !
Video processor 2
Video insertion type 1
Video insertion type 2
Digital map generator n° 1
Digital map generator n° 2
Digital map generator n° 3
3D Generator

CS bus coupling

audio analog /O

Power supply 4

N = = s an
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Sub-Total 27

Total 45
Spares 13

HECNI

The CNI comprise the following primary functions : MIDS, GPS, IFF, V/UHF, R/A, INU and ABC
(Anemo-Baro-Angle of Attack) sensors. The concept studies being under way in France, a precise breakdown
into LRMs has not been obtained. The estimates undertaken on the basis of available information from the ICNIA
programme (TRW), which would permit to largely fulfill the Rafale needs with 70 LRMs, or from the NAS
programme (Germany), which corresponds o a CNI suite relatively similar to the Rafale one and which
comprises 123 LRM of 26 different types, leads to a CNI HE with 60 modules, plugged in one “digital” rack
and three “hyper-frequency” racks (with 12 spare modules). With a rack volume of 19,5 liters, this
hypothesis seems to be pessimistic when compared to the SIERA programme (Thomson-CSF) objectives of a 45
liters volume.

HEREQ

Since the radar architecture is already modular, and the other sub-systems in this HE have not
been analysed, the considered modules for the radar are those already defined : 83 modules of about 20
different types (these moduias are of different formats, so the comparisons with other HEs are not easy).
Deporting the radar resources after the signal processing stage (PSP) would require an important flow of
mformation (c.a. 500 Mbits/s), which could be realized with sensor busses. Deporting the PSP is not
technically possible nowaday.

HE Core system

It is composed of two identical 18 modules racks with a Pi-BUS, and is comprised of : .
LBM Number
CPU 32 bits RISC 5
Memory 3
Global bus Coupling 2
Dispatching bus Coupling 1
Power supply 3
Total 14
Spares 4

HE Data Base

It has been assumed that half of its 18 LRMs rack was dedicated to the data base itself (which can be
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implemented with optical disks reader or with hybrid Si memories). The t eakdown into LRMs is then :

LBM Number i
CPU 32 bits RISC 2 :
Memory 2 .
Sensor bus Coupling 2
Dispatching bus Coupling 1
Power supply 2
Data Base 9
Total 18
Spares 0
Synthesis
The considered HEs are globally implemented by means of 210 LRMs dispatched the following way :
tE Backs Capacily Nb LAM Spares
ASI 40 28 12
ssi 40 40 0
MMI 58 45 13
Core 36 28 8
DataBase 9 9 0
CNI 72 60 12
Total 255 210 45

Except the CNI (60 LRMSs), the 150 remaining modules are of 32 different types, the more
frequently used being :

CPU 32 bits RISC 23

DsP 2 (out of the radar)
Memory 15

Global bus Coupling 10

CS bus Coupling A

Dispatching bus Coupling 5

Sensor bus Coupling 6
15538 bus Coupling 4
Power supply 21

The racks can be installed in the equipment cases where the replaced black boxes were
previcusly housed.

It is worth to note that some optlimization have not been taken into account in these results, as for
example for the CNI, or for the global and dispatching busses which could be identical. The results are thus
pessimistic, compared to those that could be ontained with a complete compliance with the concepts of
modular avionics.

This study did not consider a complete avionics system. However, it shows that the
implementation of the operational functions of a small size aircraft like the Rafale is possible with a ‘
modular system, while fulfilling the severe safety requirement linked to the VLA missions. No significant
benefit appears in terms of avionics volume or weight, but it must be considered that the reconfiguration
capabilities are greatly improved, and that significant spares are available (17% of the installed
capagcity).

3-5 Conclusion

This study was a first step in France towards modular avionics.

It allowed the industry and the ministry to assess the feasibility of these new concepts. Howaver,
and this is not the least lesson, it did not demonstrate that all potential benefits are obtainable, especially
from a financial point of view.




i

4E-14

——-f

It has also led to identify some areas of high risk, such as the packaging or the implementation of
a global operating system being capable of automatic reconfigurations within a rack, whose mastership
will still require great efforts. ‘

The related work will continue in the frame of cooperative programmes, such as ASAAC, already
mentionned, or EUCLID (European Cooperation for the Long term In Defense, whose Common European
Priority Area n° 4 is on modular avionics). This is absolutely mandatory, in one hand because of the
requirect budget for carrying out such a developme:nt, and in the other one in order to ensure the widest
standardization within NATO, which is the only way to ensure an optimized use of the resources and
interoperabllity within the alliance.

IV - THE SOFTWARE BUS

The previous chapter shows an extensive use of the arithmetic logic unit (CPU) module within an
avionics suite. This reflects the importance of that kind of prz~essing, which results in exponentially
growing sofiware bulks. The necessary standardization of the CPUs intends to meet three main objectives :

physical interchangeability, which is ensured via the F3l specifications,

- dynamic reconfiguration; this demands that in one system, or at least one rack, all CPU
modules are able to work the software stored in the bulk memory,

- portability of the software, and eventually of the modules themselves, from a system to another
cne.

This is inviting to infer the need to standardize an unique Instruction Set and an unique Real Time
Executive.

Howaever, the solution has already been investigated and has led to some severe disappointments.
The US DOD have done so with the MIL-STD-1750A. Now it appeared that the processors using this 16 bits
Instruction Set have been fast outmatch in performance by 32 bits items, especially RISC (Reduced
Instruction Set Computer), before their large scale implementation in aeronautics. The french MOD
expenenced the same troubles with the CMF programme (Calculateur Militaire Frangais), that was
intended to meet every military need and had practically no application, althcugh it was based on a 32 bits
Instruction Set.

Standardizing an Instruction Set for all military platforms presents among others the following
drawbacks :

- it is an obstacle to technological break-through,

- it precludes from utlizing the best available technology at one time,

- it hinders to profit from synergy with the professional sector, which in this area benefits
from a much higher growth than the military sector, both at hardware and software tools levels,

- it implies substantial fundings in order to maintain the penormances.

it could be envisaged to use as a standard an Instruction Set of the commercial shelf. But there,
the same objections arise, because any choice, be it the good one (which is very difficult to assess on a
medium term basis), is considerably limiting the capacities.

One potential solution to that problem would be to design a standard interface between the
application software and the real time executive (RTE) : this is the notion of Software Bus.

Three interface standardization levels can as a matter of fact be defined :

- one for exchanges between sub-systems, or racks, by the mean of multiplex busses like the
HSDB,

- one for exchanges between modules within a rack, by the mean of backplane busses like the PI-
BUS,

- one between the application software of a module and its RTE.

The objeviive is to obtain a complete portability of the operational software from a
processor/executive set to every other one, with the accepted constraint of recompiling it (the modules of
a same rack will need a higher level of standardization, in order to allow some reconfiguration). This leads
fo:

- a real independance in regard to the hardware,

- the portability of the applications,
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- software reuse.

Within the DGA, the DEI (Direction de I'Electronique et de I'Informatique) has initiated some
actions in this area, comprising several facets. .

A Real time Executive is generally composed of several functionalities :

- interrupt handling,

- Ada rendez-vous,

- asynchronous primitives,

- I/O handling,

- distribution (sharing of the global executive into local ones, at the module level, in order 10
meet in particular the reconfiguration objectives).

Some of these functions exist in the Ada Runtime and is thus standardized.

As far as distribution is concerned, the DEI has developped a complement 1o the executive, called
EXTRA (EXtension du RunTime Ada). The targets are the MIPS, SPARC, 680X0, 88000 and | 960, with the
Ada tecnologias from Verdix, Telesoit and Alsys, which allow to cover a large range of products.

Ada does not provide such well-known asynchronous mechanisms as events or semaphores.
However, the need exists, in order to :

- accomodate existing application designs,

- support asynchronous communication and signaling operations,

- enhance the application performance,

- enhance the application portability and reuse.

Such services can be realized in pure Ada using the rendez-vous mechanism. However, it is at
cost of extra server tasks and rendez-vous operations. Thus, the DEI has proposed a list of primitives tor
insertion in the Ada language. They represent a coherent model of asynchronous cooperation mechanisms
that promotes clean, efficient application architectures which avoid usage of non-portable solutions. The
entries relative to these primitives are :

- counters : “resources” and ‘“buffers”,

- states : “events” and “blackboards”,

- pulses : “pulses” and “ broadcasts”.

They are preliminary to the Software Bus notion, on which the studies are just beginning.
The Software Bus notion implies that the requirements and constraints of all potential users

shall be taken into account. This enforces once again the need to conduct this design in a cooperative way,
which could be optimally done in the frame of the international programmes on modular avionics.

V - GENERAL CONCLUSION

This lecture does not intend to deal with all the avionics standardization aspects in Europe : this
is too large a topic. But by considering some aspects of avionics, it intended to demonstrate that:

- standardization and interoperability are substantial financial and operational stakes for the
future. In this way, standardization itself is a brand new requirement, that will have more and more
importance,

- the objectives can only be met by extensive cooperation, at every level.
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The illustrations to this Section can be found on pages 4-16 to 4-20, which immediately follow the French
translation.
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LA STANDARDISATION AVIONIQUE EN EUROPE
par
IPA L. GUIBERT
DGA/DCAY/STTE
129, Rue de la Convention
75731 PARIS CEDEX 15

INTRODUCTION

Cet exposé comprend cing parties :

- Rappel des différentes oigznisations en charge de la normalisation aéronautique en Europe.

- Les rapports entre la standardisation et I'interopérabilité.

- Un exemple de domaine pour lequel l1a standardisation a de fortes implications : V'avionique
modulaire.

- Un autre exemple : le Software Bus.

~ Conclusion.

| - LES ORGANISMES DE NORMALISATION EN FRANCE ET EN EUROPE

L'organisme responsable de la normalisation en France est TAFNOR, qui dépend du Ministére de
I'Industrie et de 'Aménagement du Territoire. L'AFNOR élabore, en concertation avec des bureaux de
normalis.”">n sectoriels, des normes nationales (NF) pour tous les secteurs de l'industrie.

Au plan européen, 'homologue de FAFNOR est le C.E.N. (Comité Européen de Normalisation), qui
élabore les Normes Européennes (EN). C'est FAFNOR qui représente la France au C.E.N., de méme que
d'autres organismes nationaux y représentent leur pays. L'industrie aérospatiale est représentée au C.E.N,
par FAECMA, qui regroupe plusieurs syndicats professionnels nationaux. L'AECMA est, pour le CEN, le
bureau européen de normalisation dans le domaine aérospatial.

Dans le domaine de l'aéronautique et de I'espace, un bureau particulier, le BNAE (Bureau de
Normalisation de I'Aéronautique et de I'Espace) a en charge I'élaboration et ia diffusion des normes
frangaises (NFL). Pour cela, il est en relation avec le Ministére de la Défense, par le biais de la DGA, et
avec lindustrie par le biais du GIFAS (Groupement des Industries Frangaises Aéronautiques et Spatiales),
qus assurent la majeure partie du financement de son fonctionnement.

Le BNAE peut aussi assurer d'autres taches, telles que

- la soutien technique pour I'élaboration de nouvelles normes, aux plans national et international, ,

- la mise & l'enquéte en France de projets de standards internationaux élaborés par ailleurs.

C’est en particulier le cas pour les standards OTAN (Stanags) en avionique (groupes AVS et Al).

Cela le conduit & mettre en place un certain nombre de groupes de travail regroupant des
représentants de l'industrie et de la DGA.

Il représente aussi la France a I'ISO (International Standardization Organization) dans son
domaine (TC 20).

La figure 1 montre les divers organismes en charge de normalisation en France, en Europe, au
sein de 'OTAN et dans le monde, et les relations entre eux. La figure 2 précise ia participation des divers
pays aux différents offices de normalisation internationaux.
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Il - LA STANDARDISATION ET L’ INTEROPERABILITE

Il est communément admis que l'interopérabilité nécessite la conformité a des standards communs.
Mais est-ce suffisant? Pour répondre & cette question, il est utile de prendre un exemple : la liaison 16. ‘

La liaison 16 est essentiellement une transmission de données protégée, en réseaux, définie par un
Stanag, n° 5516, qui décrit entre autres choses les messages possibles, certains étant obligatoires et
d'autres facultatifs. L'organisation des réseaux et des messages est régie par un autre document OTAN,
'AdatP16.

L'interopérabilité, dans ce cas, consiste simplement & pouvoir communiquer entre les ditférents
intervenants : Armées de I'Air, de Terre et de Mer d'un pays, et de plusieurs pays alliés. Pour cela, il faut
définir:

- le réseaux interarmes ou interalliés sur lequel les informations seront échangées,

- les messages qui seront échangés sur ces réseaux, et leur ordre d'émission par les différents
terminaux,

- le contenu formaté au bit prés de ces messages (champs).

Il faut en fait organiser les trames d'échange des informations, de fagon similaire & ce que I'on fait
pour un bus multiplexé du type 15538, Cela nécessite la mise en place d'organismes interarmes ou
internationaux pour gérer les réseaux L16.

Il est clair dans ce cas que 'application de normes communes (Stanays, Adat) ne suffit pas a
assurer l'interopérabilité. Celle-ci exige un travail important en commun. De plus, elle ne pourra étre
véritablement garantie que si tous les participants utilisent le méme équipement et le méme logiciel. Dans
fe cas contraire en effet, sa démonstration demanderait pour couvrir tous les cas possibles une somme
d'essais irréalisable.

Il y a donc deux legons a tirer de cet exemple

La premiére, c'est qu'une normahsation commune ne suffit pas toujours & assurer
I'interopérabilité.

.a seconde, c'est que certains besoins d'interspérabilité, selon la difficulté et I'ampleur des
taches & accomplir pour Fobtenir, peuvent entrainer des besoins de coopération, y compris au niveau
industriel.

il - L’AVIONIQUE MODULAIRE - UN CAS D'APPLICABILITE

L'aviomque modulaire est un cas exemplaire de domaine ol Vinteropérabilité nécessite une
approche coopérative au stade de la conception.

Cette partie de I'exposé est décomposée en quatre chapitres :

- rappel des concepts,

- les programmes,

- applicabilité & un avion de combat européen,

- conclusion.

Ill-<1 - Les concepts .

Les systemes avioniques actuels sont composés d'équipements, qui réalisent chacun une ou
plusieurs fonctions, reliés entre eux par plusieurs réseaux d'échange dinformations, les bus. Chaque
équipement est optimisé pour ses fonctions, et ["architecture du systéme est adaptée aux missions de I'avion
en fonction de contraintes telles que I'aménagement des soutss, les encombrements, poids, consommation des
équipements, 'optimisation du rapport performance/colt, etc. La composition du systéme est élaborée, de
fagon théorique, aprés une analyse fonctionnelle qui permet de définir et de dimensionner les fonctions
nécessaires st da les attiibuer & tei ou lei équipement. Pour les fonctions qui ne peuvent étre totalefnent
definies ou dimensionnées que pendant le développement, on est amené & prendre certaines provisions pour
le dimensionnement des ressources matérielles nécessaires & leur implantation. Il en va de méme pour les
évolutions futures du systémes (évolutions pré-programmées), quand cela est possible. On le voit, il y a
déja la un certain nombre de sources potentielles de problémes au niveau du systéme (sur- ou sous-
évaluation des capacités et des performances des équipements).
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De plus, étant donnés le nombrs, la complexité et I'intégration croissants des fonctions, la
multipicité des missions et les percées technologiques, ce type d'architecture présente aujourd'hui des
inconvénients certains.

Au pian technique, car outre les problemes déja évoqués plus haut, il induit des volumes
d'échanges dinformations importants et donc une complexité crolssante des réseaux de communication, La
capacité & fusionner les données est aussi fimitée par fa muiti-localisation de ces données et des traitements
qui feur sont appliqués. En conséquence, I'intégration et la validation peuvent devenir difficilement
maitrisables.

Au plan opérationnel, la disponibilité et la survivabilité sont limitées par le fait que ia redondance
d'une fonction ne peut étre assurée qu'en doublant I'équipement qui la réalise, ce qui n'est pas toujours
possible et n'est efficace qu'aprés une seule panne.

Au plan de 1a maintenance, tout équipement en panne doit &tre déposé et remplacé. 1 faut donc
avoir un stock de rechange volumineux et colteux et du personnel qualifié pour chacun d'sux.

Au plan des colts, enfin, outre ceux inhérents a la maintenance et & la disponibilité évoqués ci-
dessus, d’autres inconvénients résident dans le fait que chaque équipement est développé et approvisionné
séparément, avec trés peu de composants communs, ce qui a un effet multiplicatif évident.

L'avioniyue modulaire se propose de remadier a tous ces maux.

Lidée directrice est de regrouper dans un nombre réduits de coeurs informatiques 'ensemble des
traitements numériques, ce qui représente la quasi-totalité des systdmes futurs. Un coeur asl composé
d'une étagere électronique sur laguelle sont enfichées des modules de traitement standardisés,
interchangeables.

Les avantages de ce concept sont en théorie les suivants.

Toutes les fonctions de méme type, jusqu'a présent réalisées par tel ou tel équipement, le sont par
des modules génériques. On a donc besoin d'un noribre significativement moins élevé de modules différents
pour réaliser un systéme complet. Cela diminue d'autant la complexité du systdme, et permet d'économiser
sur les colts de développement ainsi que sur ceux de production par effet de serie.

Les modules (cartes électroniques) sont munis d'autotests permettant de détecter et de localiser
les avaries sur 'un d'entre eux. lis sont remplagables au premier niveau. Ainsi, la maintenance est
considérablement simplifiée, et le stock de rechanges, qui ne comporte que des modules, est réduit en
volume et en codt.

Un traitement peut 8tre effectué sur I'un quelconque des modules standardisés du méme type dans
une étagare. Cela permet d'obtenir des possibilités de reconfiguration muliiples en installant une capacité
supplémentaire pour la reconfiguration en cas de panne bien inférieure a ce qui est nécessaire avec une
architecture classique. Les logiciels de traitement sont pour cela stockés en mémoire de masse pour chaque
rack. On obtient un accroissement de la survivabilité et de la sécurité. De plus, en fonction du nombre de
modules en réserve, et de leur fiabilité, il est possible de commencer une mission avec un certain taux de
panne initial tout en ayant encore une capacité de reconfiguration. Théoriquement, on peut arriver & un
niveau de disponibilité accru & un point tel que la maintenance programrnée suffirait & maintenir Faéronef
en état de combattre.

Les réserves en capacité de traitement peuvent aussi permettre d'accroitre les fonctionnalités du
systéme de fagon plus aisée et & mnindre cot.

L'avionique modulaire doit aussi permelire de diminuer globalement les volumes, poids et
consommations des systémes (par regroupement des fonctions, les comparaisons devant 8tre faites a
capacités égales, notamment en matiére de reconfiguration) et d'augmenter la fiabilité par le jeu de
plusieurs facteurs (utilisation de la technologie 1a plus avancée pour tous les modules, déverminage d'un
petit nombre de produits, diminution de la puissance dissipée et du nombre d'interconnections, etc).

Mais c'est sans doute au plan financier que les avantages doivent &tre déterminants,
particulidrement dans le contexte actus! de diminution des budgets. Les facteurs de réduction ont été
mentionnés plus haut : en colts d'acquisition (de développement, par le nombre réduit de modules
différents, mais aussi d'outils associds, pour le logiciel, les tests et la validation, et de production, pour les
mémes raisons) et en co(ts de possession (maintenancs, logistique, évolutions).

Il est clair que la capacité du concept a réduire les colts dépenc! du niveau de standardisation
obtenu. Plus le nombre de plateformes utilisant les mémes modules sera élevé, plus les économies d'échelle
seront attractives. C'est pourquoi un facteur déterminant pour la réussite de l'avionique modulaire réside
dans l'universalité du concept et son application & 'ensemble des aéronefs militaires de fagon identique.
C'est particuligremert le cas pour les pays européens, pour lesquels les flottes nationales d’aéronefs sont
trop peu nombreuses pour profiter pleinement des économies potentielies.

Dans ce domaine, trés vaste, I'élaboration de standards communs & plusieurs nations nécessite la
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prise en rompte des besoins st des contraintes spécifiques & chacune d'elles : Ia particuliérement, le besoin
de slandardisation nécessite une coopération poussée entre las nations, aux niveaux gouvernemental et
industrial.

Cela conduit & une forme dinteropérabilité sophistiquée. Le conccpt d'avionique modulaire ouvre
en effet la voie vers des objectifs nouveaux : pouvoir installer sur un agronef une fonction développée pour
un autre, tant sur le plan matériel que logiciel, et pouvoir maintenir un systdme avec des moyens communs
(outils et rechanges) & piusieurs plateformes. Ces objectifs sont cerles trés ambitieux, mais pas
irréalistes au plan technique. lis sont peut-8tre une des clés de notre capacité a maintenir une défense
performante avec des moyens financiers limités.

-2 - Les programmes

Le concept d'avionique modulaire a vu e jour aux Etats-Unis, dans le cadre du programme PAVE
PILLAR mené par les Laboratoires Wright de I'USAF. Ce programme a 6té lancé en 1982 par I'étude de la
définition de l'architacture et s'est terminé en 1987 avec I'élaboration des spécifications détaillées de
conception de l'avior.. jue PAVE PILLAR.

Sur cette base, un groupe tri-service a ét¢ mis en place pour identifier et développer des
composantes et des logiciels avioniques communs, destinés 4 &tre appliqués sur 'ATF et {a famille LHX entre
autres : le JIJAWG (Joint Integrated Avionics Working Group).

L'Europe a aussi mis en place plusieurs programmes sur le sujet.

En Allemagne, Neue Avionikstrukiur (NAS), lancé en 1986, est destiné & définir une nouvelle
génération d'avionique et d'étudier son application & des rétrofits d'aéronefs. It comprend une premigre
phase de conception, terminée en 1988, et une deuxiéme phase de réduction de risques qui doit aboutir en
1991 & des spécifications préliminaires d’architecture avionique.

Au Royaume Uni, un programme continu de recherches est en place depuis 1986 pour identifier
les technologies et les concepts applicables, étudier les domaines critiques et modéliser les bénéfices en
termes de colts. Dans ce cadre, un banc de recherche est développé pour permetire de tester de nouveaux

concepts et composantes de systémes. En 1988, le programme AP (Advanced Avionics Architectures and
Packaging demonstrator) a été lancé pour étudier les nouveaux concepis et technologies en avionique et
déterminer leurs avantages opérationner. (phase 1, qui est terminée), puis pour définir une architecture
{phase 2) et valider sa faisabilité et sa définition sur un banc d'essais (phases 3 et 4).

En France, le développement de modules de traitement de données, d'interface pour bus optique et
de mémoire de masse conformes aux standards PAVE PILLAR a été lancé en 1988, en coopération avec les
Etats-Unis (USAF), pour une validation prévue en 1992. Une étude d'application de l'avionique modutaire &
un avion de combat a commencé en 1989, dont les résultats seront abordés dans le chapitre suivant. Cette
étude doit se poursuivre par une phase de définition et de validation d'architecture dans le cadre d'un

développement explorateire, A3 (Architecture Avionique Avancée). Des études de réduction de risques sont
aussi lancées en 1991 dans les domaines du packaging et de la reconfiguration. L’ensemble de ces actions
requiert les compétences de nombreuses sociétés aéronautiques, qui doivent se coordonner pour assurer une
convergence vers des standards cc...muns. C'est naturellement au BNAE, dans son réle de souti 1 technique
pour i'élaboration de nouvelles normes, qu'a é1é confiée cette tache, pour laquelle plusieurs groupes de
travail réunissant I'ensemble de l'industrie aéronautique frangaise et les services de la DGA ont été créés.

Drautre part, plusieurs programmes ont été lancés pour I'application des concepts d'avionique
modulaire dans le domaine des CNI (Communications, Navigation, Identification). C'est le cas aux Etats-
Unis, avec ICNIA (Integrated CNI! Avionics), qui a conduit & la réalisation de modéles de développement
intégrant les fonctions CNI dans un spectre de 2MHz 4 5GHz, dont I'évaluation a commencé en 1990. Au
Royaume Uni, le RAE (Royal Aircraft Establishment) a réalisé un démonstrateur technologique orignté vers
févaluation des capacités d'un systéme intégré de communications. En France, I'étude SIERA (Systéme
Intégré d'Equipements de Radio Aéroportés), lancée en 1990, a pour but de définir les besomns en matigre de
CNI intégrées et leur architecture, Elle doit aboutir au lancement d'un développement exploratoire en 1991
pour en assurer la validation.

Ces efforte, plus ou moins importants, sont d'ordre nationai. Comme 1t a eté moniré plus haut,
I'obtention de standards internationaux nécessite des coopérations importantes dans ce domaine. Celte
exigence est encore renforcée par l'investissement lourd que représente la validation d'une architecture
modulaire pour F'ensemble de I'avionique.

C'est pourquoi les quatre pays déja cités (USA, RU, RFA, FR) ont fravaillé depuis 1988 2 la mise




en place d’'un programme en coopération de définition et de validation d'une architecture avionique 6
communse, visant des applications dans les années 2000-2010. Il s'agit de FASAAC (Allied Standard . i
Avionics Architecture Council). Sa mission est de développer les spécifications techniques d'une
architecture avancée composée de modules intégrés interchangeables pouvant étre utilisés sur tout aéronef.
Son objectif est de proposer, apras validation, des projets de standards OTAN (Stanags) définissant une
architecture commune et ses constituants et permeltant d'assurer lour interchangeabilité.

L'accent sera mis plus particulidrement sur le coeur des systémes avioniques et sur les CNI.
Cependant, le programme traitera des problémes associés a I'ensemble des senseurs d'un aéronef. Il
comprend plusieurs phases : définition, validation, évolution.

L'ASAAC fait I'objet d'un protocole d'accord signé entre les ministéres de la défense de la RFA, du
Royaume Uni et de la France en 1990. Les Etats-Unis, bien qu'ayant trds activement participé au: ‘ravaux
de préparation, n'ont pu signer & cette époque pour des raisons budgétaires, mais doivent le faire en 1991.
En signant cet accord, les ministéres ont reconnL que I'ASAAC constitue leur axe prioritaire d'effort en
matiére de standardisation en avionique. Cela va conduire & réorienter la plupart des actions nationales
mentionnées ci-dessus qui ne sont pas encore lancées vers ce programme en coopération, comme par

exemple pour la France les développements A3 ot SIERA.
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Ili-3 - Application de I'avionique modulaire @ un avion de combat européen : un
exemple

3.1 _Ohjectif

L'application des concepts de l'avionique modulaire 4 un aéronef existant pose :n certain nombre
de problémes qu'il convient d'étudier. En effet, dans ce cas, il faut tenir compte des contraintes lides au fait
que certains éléments sont définis et qu'il n’est pas souhaitable ou impossible de les modifier. C'est a cette
condition en effet que I'on pourra se prononcer sur la faisabllité de mettre en oeuvre ces concepts, a
Foccasion d'un retrofit & mi-vie par exemple. C'est de plus un moyen de mesurer les avantages de
l'avionique modulaire par rapport & des architectures classiques.

Pour étudier ces problémes, le STTE a passé un contrat & lindustrie frangaise sur I'application de
l'avionique modulaire au Rafale. Cette étude a é1é réalisée par cing sociétés aéronautiques majeures
(Dassault Aviation, maitre d'oeuvre, Dassault Electronique, Sextant Avionique, SAGEM et Thomson-CSF) et
s'est terminée en mai 1991,

Les objectifs de 'étude étaient :

- obtenir les bases d'une premiére architecture modulaire pouvant 8tre utilisées pour la suite des
développement en France et en coopération,

- recenser les caractéristiques dimensionnant le systére d'arme,

- évaluer le degré d'applicabilité des principaux concepts a un avion existant, et donc les
contraintes qui en decoulent,

- déterminer un ensemble de ressources modulaires standardisables avec la technologie disponible
aujourd’hui.

Les principales contraintes prises en compte sont :
- la définition de 'aménagement des soutes & équipements et les volumes alloués & I'avionique, ‘
- la définition des servitudes : génération électrique, systéme de refroidissement et de
conditionnement,
- les objectifs de sécurité liés aux missions basse altitude tous temps et suivi de terrain.
Les fonctions opérationnelles sont celles qui sont déja définies ou prévues pour cet avion,
hypothése de base étant que l'architecture fonctionnelle est indépendante de I'organisation matérielle su”
laquelle elle est projetée. Le but de I'étude n’est donc pas de valider le concept en général, mais de proposer
& iso-fonctions opérationnelles les décompositions modulaires des ressources matérislles représentatives

de F'architecture du systéme (SNA : Systéme de Navigation et d'Attaque) et d'en déduire les avantages, t
Inconvénients et contraintes. 2
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3-2 Hypotheses

Pour déterminer le cahier des charges du SNA, on s'appuie sur les fonctions opérationnelles (FO)
qu'il doit réaliser. Dans le cadre de cette étude, il a été pris en compte les FO principales qui influence
directement la définition du systéme, c'est a dire celles qui perr.2i‘ent de le dimensionner. D'autres
foncticns poisraient dtre ajoutées, mais sans induire de modifications profondes des ressources
matérielles. Les FO considérées sont les suivantes :

- Navigation

Pilotage
Localisation/recalages
Approche

Gastion du vol

- Communications (modes clair et brouillés)

- ldentification

- Gestion des systémes avions (servitudes)

- Interface Homme/Systéme (IHS)

- Gestion des pannes et des alarmes

- Maintenance en ligne

- Préparation/restitution de mission

- Conduites de tir Air/Air

- Conduites de tir Air/Sol

- Vol trés basse altitude (TBA)

- Autoprotection

- Elaboration de la situation tactique

Dans le systéme actueliement défini, ces FO sont réalisées par des ressources matérieiles
comprenant 29 équipements et 3 bus multiplexés conformes au projet de Stanag 3910.

Il faut noter que les Commandes de vol électnques n'entrent pas dans le cadre de cette étude, et que
les ressources liées au Systéme d'autoprotection (CME) et & 'optronique secteur frontal (FLIR) ne sont pas
pnisec en comple étant donné le faible avancement de leur définition au moment de I'étude.

3:3 Meéthode

L'avionique modulaire débouche essentiellement sur des notions de tolérance aux pannes et de
reconfiguration dynamique des fonctions. Pour cetie raison, 'approche classique de décomposition en
équipements, puis en modules élémentaires (LRM : Line Replaceable Modules) ne peut conduire A une
optimisation de l'architecture car elle ne prend pas en compte toutes les possibilités de regroupement et de
commonalité des traitements, ni de standardisation.

La méthode suivie est de type top-down, 2 partir des résultats de I'analyse fonctionnelle du SNA
déja réalisée. Les fonctions définies ont dans un premier temps été regroupées en entités possédant des
caru.iéristiques maténelles de méme nature : les Entités Homogénes.

Catte approche permet de déterminer les différents constituants élémentaires susceptibles de
remiplir une fonction particuliére étrotement liée aux caractéristiques matérielies : ce sont les modules
Matériel/Fonctionael (M-M/F). Par exemple, on trouvera :

- un module récepteur muiti-bandes dont fa fonction est la réception radio-fréquence multi-
bandes,

- un module DSP (Digital signal Processing) dont la fonction est I'exécution d'un ou de plusieurs
algotithmes de traitement numérique du signal,

- elc.

A ce stade, un module M/F n'est pas un LRM, car il n'y a pas encore eu recherche de commonahté
conduisant & une standardisation maté:"slle des medules. De plus, un M-M/F peut éire composé d'un ou de
plusieurs LRM. Cette décomposition permet de :

- Connaitre les différents traitements associés & chaque M-M/F et identifier leurs spécificités.

- Déterminer lesEntrées/Sorties de chacun deux, sur le plan informationnel (type, flux,
caractéristiques des information) que matérielles (type, support, codage, fréquence, débit, etc).

- Recenser les contraintes associées a chaque M-M/F (de localisation géographique dans I'avion,
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temporelles (datation, temps de réponse, synchronisation), de sireté de fonctionnement, de confidentialité
{ségrégation “noir/rouge), d'alimentation, de volume, d'environnement, etc).

Quand chaque module M/F est ainsi défini, if est possible d'envisager les regroupements seion
certains critéres comme

- 1a sdreté de fonctionnement (regroupement dans un méme rack de modules redondants ou
séparation de deux sous-ensembles pour éviter quune panne simple ne rende indisponib'e la totalite d'une
fonction),

- la vulnérabilité (séparation physique de sous-ensembles pour la résistance aux impacts),

- la difficulté des taches de validation et d'intégration (qui conduit & homogénéiser des fonctions
d'un méme rack),

- la minimisation des volumes d’échanges d'informations (regroupement des modules ayant a
s'échanger un grand nombre de données),

et avec des contraintes comme

- le nombre de LRM par rack,

- le nombre de racks par soute,

- la disposition et Finstallation des soutes,

- la dissipation maximale d'un rack,

- le nombre d'abonnés sur un bus,

- la distance maximale entre emetteur et récepteur sur un bus,
- elc.

Cette approche a conduit & définir 7 Entités Homogeénes, comme indiqué sur la figure 3 :

EH1 : CDVE et moteurs (non étudiée ici)

EH2 : interface Systémes Avion ISA

EH3 : CNI (Communications, Navigation, Identification)
EH4 : Coeur Systéme

EH5 : IHS (Interface Homme-Systéme)

EH6 : Interface Systéme-Emports ISE

EH7 : RCO (Radar, CME, Optronique)

La figure 3 fait apparaitre la notion de Réseau de Communication Systéme (RCS), qui permet
lintégration tolale de I'architecture, sans préjuger de sa nature exacte : il est composé de plusieurs sous-
réseaux.

La figure 4 montre un exemple de décomposition de EH2 en modules M/FF. L'EH2 comprend les
sous-systémes alterrisseurs, éle-~*rique, démarrage, conditionnement et carburant. Le contenu des M-M/F
est le suivant :

- Capteurs/acwsateurs

lls peuvent &tre des robinets, valves, vérins, pompes, jauges, capteurs de température,
tachymetres, électro-valves, contacteurs. Pour la distnibution électrique, ce sont essentiellement des
éléments de commutation et e protection.

- Interfaces capteurs/actuateurs

Ce module réalise les interfaces électriques de tous les capleurs/actuateurs pour chaque sous-
systeme.

- Concentrateur signaux capteurs/actuateurs

Il assure la concentration de tous les signaux générés par chaque interface pour permetire leur
exploitation par le module de gestion. Il peut étre réalisé sur te(s) méme(s) LRM que le module interface.

- Gestion ressources

il consiitue ia partie inteiligente de chaque sous-systeme. Il execute les traitements liés aux
commandes el aux surveillances des circuits, aux différentes régulations, & 1a synthése des pannes, etc. Il
présente une liaison avec le RCS pour les échanges avec d'autres EH.

Cette EH nécessite des redondances et des reconfigurations au niveau des traitements de commande
et de gestion pour en assurer Ia disponibilité et des surveillances el consolidations, etc, pour la sécurité.

Les autres EH sort décomposées comme suit.

) P
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EH3 et 7 (CNt et RCO):

Antennes

Etage(s) hyper-fréquence (analogique)

Etage(s) préprocesseur(s) (numérique et conversion A/N)
Etage(s) traitement du signal

Traitements et gestion de la ressource

EH4 (coeur systéme)
On trouve ici un seul M-M/F, qui effectue les traitements suivants :
- Gestion technique
initialisation
maintenance sol
fusion des capteurs
synthése des informations (de localisation, situation tactique, pannes)
gestion des ressources (alimentations, compatibilités, capteurs, armements)
- Conduite de la mission
coopération
conduite du vol (élaboration des trajectoires et des informations de pilotage)
macro-fonctions telles que les conduites de tir, lus contre-mesures, la gestion du vol
- Gestion des pannes et des alarmes
- Gestion systéme
- Gestion de 'HS
synthése
affectation des visualisations
affectation des commandes
- Gestion des mémoires de masse
base de données cartographique
base de données préparation/restitution dec mission
logiciels de reconfiguration

EHS (IHS)

Visualisations/Commandes

Interface vidéo et iInterface/concentrateur

Générateur de tracé/signal et interpréteur de commandes
Traitements et gestion de la ressource |HS

EH6 (1SE)
Les interfaces avec les emports sont standardisées selon la norme MIL-STD-1760. On trouve donc

des fonctions d'interface et de distribution réalisées par un module d'interface spécifique MIL-STD-1760
Storesl/O).

3-4__Résultals
3-4-1 Architacture générale

Sur 1a base de la décomposition fonctionnelle précédente, une architecture générale a été élaboree.
Elle est présentée en figure 5.

Elle représente une solution intermédiaire pour I'avionique modulaire, puisque certains sous-
ensemblos na sont pas entidremant intégrés : RCC, CNi et CDVE.
Les principales caractéristiques en sont les suivantes.

Naotion de coeur systéme

Larchitecture repose sur le coeur systéme, qui gére la totalité de I'avionique a I'aide d'un
ensemihiz de ressources techniques (capteurs et IHS) que constituent les autres EH.

Définition des bus globaux
Les rack de traitements (ou de gestion) sont reliés entre eux par un bus global. Pour éviter des
modes de panne communs liés au ‘ait que l'nterface de communication de ces racks sont des points de
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passage obligatoires, il est nécessaire de disposer de deux bus globaux, auxquels sont connectés toutes les
EH. Ces bus sont du type HSDB ou HSRB et sont redondés.

Architecture systéme sécurisée

La prise en compte de Ia fonction opérationnelle TBA impose une architecture de type double
chaine pour démontrer le niveau de sécurité recherché. Cela renforce la nécessité d'un bus global double,
avec couplage aux deux bus des capteurs (radar, radio-altimétre, base de données géographique) ainsi que
du coeur systéme (qui élabore les trajectoires) et des CDVE.

Coeur systeme sécurisé

L'élaboration des trajectoires TBA par ie coeur systéme impose 1a aussi d'en sécuriser le
fonctionnement. On est donc amené a le séparer en deux sous-ensembles pour assurer

- la ségrégation des traitements TBA

- une moindre vulnérabilité physique

- la consolidation des ordres TBA.,

Cependant, il serait possible d’envisager des mécanismes de sécurisation au sein d'un méme rack,
plus faciles & mettre en oeuvre dans une structure modulaire grace & le redondance du bus de fond de panier,
et la possibilité de dupliquer et de ségréguer des traitements sur des LRM différents.

Notions de base de données et de bus serveur

Certaines fonctions nécessitent des volumes importants de données stockées. Lee utilisateurs de ces
données sont multiples, surtout en tenant compte des besoins de reconfiguration des logiciels en cas de panne
ou selon la mission ou I'état du systéme. Cela conduit a proposer un 1ack ‘0ase de données” qui concenire
toutes les ressources de stockage nécessaires et permet Faccés de toutes les EH.

Le volume d'informations transféré pouvant étre trés important, un bus serveur & haut débit
auquel tous les utilisateurs sont abonnés est spécifié pour éviter de pénaliser les performances des autres
échanges sur le bus global. Ce bus peut étre du méme type que le bus global par souci de standardisation
{mais un bus 3910 est suffisant pour te Rafale).

Notion de bus capteur

Ity a un besoin de communication entre M-M/F d'une méme EH (par exemple : pour I''HS, entre
la constitution d'image et la génération de tracé, un débit de 40 Mbits/s est nécessaire. De méme entre le
préprocesseur et le DSP des CNI et entre I'Unité Arithmétique et le PSP (Programmable Signal Processor)
du radar, avec des débits de 100 Mbils/s). Si ces fonctions sont dans deux racks différents, il faut définir
un bus série (car la distance entre racks peut &lre importante) de débit 100 Mbits/s utilisé en poin &
pont.

Notion de bus de commande et de contrdle (bus CC)

L'analyse des décompositions matérielles des EH montre un besoin de communication & bas débit
pour la transmission de commandes et la saisie d'informations de contréle (status). C'est le cas entre les
diverses ressources de I''HS placées en cabine : un bus de type 15538 convient, mais doit étre doublé. C'est
aussi le cas entre différents LRM des ISA et ISE, pour lequel le couplage a un bus 1553B est
surdimensionné; 13, un bus de type RS422 doit suifire.

Intégration des Centrales inertielles (Cl) aux CDVE

Les ressources des Cl sont constituées de deux sous ensembles : le senseur et son électronique de
contréle et le traitement des données pour obtenir des informations inertielles pures et de I'inertie
optimale. L'hybridaticn des capteurs inertiels & ceux des commandes de vol permet d'effectuer une synthése
des informations et donc de consolider les données de localisation. Pour cela, le sous-ensemble senseur des
Cl est intégrs dans les CDVE.

3-4-2 Décomposition matérielle

Chaque EH fait I'objet d’'une décomposition en LRM. Le format retenu pour les modules est le
Double Europe (I étude d'implantation a aussi été effectuée avec des LRM au format SEM E, mais le nombre
de modules reste le méme et les volumes des soutes ne sont pas adaptés 4 ce cas).

Deux types de racks ont été définis.

Le premier peut comprendre un ensemble de 40 LRM. Il peut étre utilisé pour des EH comprenant
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un grand nombre de modules d’Entrées/Sorties et un faible nombre d'interfaces aux bus paraliéles de fond
de parier. Un tel bus ne pouvant en général relier plus de 15 abonnés, cette contrante a conduit & définir un
rack de 18 LRM.

Les dimensions du rack de 18 modules sont :

Longueur 324,5 mm
Largeur 220 mm
Hauteur 273 mm
Volume 19,5 litres

Le rack de 40 LRM est d'un volume double.

La composition et la liste des LRM de chaque EH est présentée ci-dessous. Il apparait des modules
mémoire qui sont liés aux mécanismes de reconfiguration et de gestion dynamique des ressources. De tels
modules sont aujourd’hui proposés avec une capacité de 4 Moctets, qui semble suffisante pour la plupart des
EH. Cependant, des capacité deux ou quatre fois supérieures sont envisageables.

EHISA

Cette EH comprend, dans un rack de 40 modules :

- un ensemble de traitement, effectuant ia gestion de toutes ses fonctions. Les principes de
reconfiguration offerts par I'architecture modulaire doivent permetire de répondre aux besoins de sécurité
et de fiabité,

- un ansemble d'Entrées/Sorties. La structure redondante des interfaces est implantée sur chacue
LRM.

Les échanges d'informations entre ces deux ensembles s'effectue par un bus CC redondant. Les LRM
de F'ensemble de traitement sont reliés par un bus de fond de panier paralléle, de type PI-BUS.

La liste des modules est la suivante :

Ensemble Nom Nombre
Traitement UT 32 bits RISC 2

Mémoire 2
Couplage bus global 2
Couplage bus CC 2
Alimentation
Sous-Total 11
E/S Entrées discrétes

“ Entrées analogiques
Sorties discrétes

Sorties de puissance
Entrées spécifiques
Sorties spécifiques
Alimentation capteurs/act.

xr & & =

w

N = =Wk

Sous-Total 17
Total 28
Réserve 12
EHISE

La composition est semblable 2 celle do I'ISA, avec des couplages suppiémentaires a des bus 15538
(pour I'nterface emports) et serveur (distribution de données stockées aux emports).

La liste des modules est la suivante :

Ensemble Nom Nombre
Traitement UT 32 bits RISC 2
“ Mémoire 2
“ Couplage bus global 2
“ Couplage bus CC 2

i
o v




Sous-Total
E/S

Sous-Total
Total
Réserve

EHIHS

I comprend :

- un ensemble de traitement, implanté dans un rack de 18 LRM, reliés par un PI-BUS. Il est

Couplage bus 1553B
Couplage bus serveur
Alimentation

Commutation 28V
Commutation 200V

Logique sécurité armements
Logique sécurité détresse
Matrice vidéo

Options vidéo

Concentration

abonné au bus serveur (cartoygraphie, etc).
- un ensemble de fonctions vidéo et interfaces IHS qui réalise toute la génération de tracé et la
saisie des commandes. |l est réalisé dans un rack de 40 LRM. it comprend des LRM DSP pour le traitement

des vidéos. Le bus de fond de panier peut étre du type PI-BUS, mais avec un débit qui psut excéder les

W — N

NG 20

14

26

4F-11

25Moctets/s. |l est relié par deux bus 1553B a I'ensemble des terminaux de visualisation et de commande,

avec une fréquence de fonctionnement plus élevée (100 & 200Hz) pour diminuer les temps de réponse.
La décomposition en deux ensembles est justifiée par le fait que leurs mécanismes de
reconfiguration sont différents. Hls sont reliés par un bus capteur redondant.

La liste des modules est {a suivante :

Ensembla Nom
Traitement UT 32 bits RISC

s = E = %

Sous-Total
Vidéo et E/S

E zr = =

Sous-Total

Total
Réserve

Mémoire

Couplage bus global
Couplage bus Capteur
Couplage bus serveur
Alimentation

Couplage bus Capteur
Dsp

Générateur de tracé
Traitement vidéo
Incrustation type 1
Incrustation type 2
Cartographie numérique n° 1
Cartographie numérique n° 2
Cartographie numérique n° 3
Génération 3D

Couplage bus CC

E/S analogiques audio
Alimentation

Nombre
3
2
2
1
3
18
2
5
2
2
1
1
1
1
2
2
2
4
27
45
13
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EHCN

Les CNI regroupent les fonctions élémentaires suivantes : MIDS, GPS, IFF, MLS, V/IUHF, R/A,
Centrales inertielles et capteurs ABC (Anémao-Baro-Clinométriques). Les études du concept étant en cours
en France, une décomposition précise n'a pu étre obtenue. Les estimations réalisées a partir des données
disponibles sur ICNIA (TRW), qui permet de couvrir largement les besoins du Rafale avec 70 LRM, sur le
NAS (RFA) qui correspond & une configuration proche de celle du Rafale et qui comprend 123 LRM de 26
types différents, conduisent 4 une EH CNI compusée de 60 modules dans un rack “numérique” et trois racks
“hyper-fréquence” ( avec une réserve de 12 LRM). Un rack ayant un volume de 19,5 litres, I'hypothése
retenue semble conduire & un surdimensionnement par rapport 4 'objectif de I'étude SIERA (Thomson)
d'un volume de 45 litres.

EHRCO

L'architecture du radar étant trés modulaire, et les autres sous-ensembles de cette EH n'ayant pas
616 analysés, la liste des modules retenus pour le radar est celle déji définie : 83 modules de 20 types
différents (Ces modules sont de formats divers, ce qui rend les comparaisons difficiles avec les autres EH).
Le fait de déporter les ressources du radar aprés I'étage de traitement . 2 signal (PSP) aménerait un débit
de communication trés important, qui pourrait 8tre réalisé par plusiews bus capteurs (de I'ordre de 5).
Le déport du PSP n'est par contre pas envisageable actuellemant.

EH Coaur Systéme

Elle est implantée dans deux racks identiques de 18 LRM et comporte :

Nom du LAM Nombre
UT 32 bits RISC 5
Mémoire 3
Couplage bus glot al 2
Couplage bus se:veur 1
Alimentation 3

Total 14
Réserve 4

EHBase de données

Il a été supposé que la moitié du rack de 18 LRM qui la compose est réservée 4 la base de données
elle-méme (qui peut &tre réalisée avec des lecteurs de disques optiques ou des mémoires silicium
hybridées, par exemple). La décomposition en LRM est alors :

Nom du LAM Nombrg
UT 32 bits RISC 2
Mémoire 2
Couplage bus capteur 2
Couplage bus serveur 1
Alimentation 2

Base de données 9

Total 18
Réserve 0

Synthése

On arrive pour les EH etudiées a un ensemble de 210 LRM répartis ainsi :
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H Capacitédesracks  Nb LAM Nb_réserve
ISA 40 28 12
ISE 40 40 0
IHS 58 45 13
Coeur 36 28 8
Base Doninées 9 9 0
CNI 72 60 12
Total 255 210 45

Hors les CNi (60 modutes), les 150 modules restants sont de 32 types différents, ceux les plus
utilisés étant :

UT 32 bits RISC 23

DbSP 2 (hors radar)
Mémaoire 15

Couplage bus global 10

Couplage bus CC 4

Couplage bus serveur
Couplage bus capteur
Couplage bus 15538

Alimentation

NbAEOO

1

Les racks ainsi définis se logen: dans les scutes ot scnt actuellement installés les équipements
qu'ils remplacent.

Il faut noter que certaines optimisations ne sont pas prises en compte dans ces résultats, comme
par exemple pour les CNI, ou pour les bus globaux et serveur, qui pourraient éire identiques. Les résultats
sont donc pessimistes par rapport 4 ceux qui devraient étre obtenus en appliquant totalement les concepts de
l'avionique modulaire.

Cette étude ne porte pas sur Fensemble d'un systdme avionique. Elle montre toutefois qu'un
systéme modulaire perme. de réaiiser les fonctions opérationnelles d'un avion de taille réduite comme le
Rafale, tout en respectant les contraintes de sécurité trés sévére lides aux missions TBA. Il n'apparait pas
de gan significatif en matiére de volume ou masse de F'avionique, mais il faut considérer que les capacités
de reconfiguration sont largement augmentées, et que l'on dispose de réserves appréciables (17 % des
ressources installables).

3-5 Conclusion

Cette étude représente un premier pas vers une avionique modulaire en France.

Eile a permis de conforter I''ndustrie et le ministére dans leur foi en la faisabilité de ces
nouveaux conceplts. Elle ne permet pas actuellement cependant de confirmer tous les bénéfices, en
particulier financiers, qui en sont attendus.

Elle a aussi permis d'identifier des problémes techniques compliqués, comme le conditionnement
ou la réalisation d'un systéme d'exploitation global permettant les reconfigurations automatiques au sein
d'un rack, dont la maitrise demandera encore beaucoup d'efforts.

La poursuite des travaux, pour des applications futures, sera réalisée principalement au titre de
programmee en coopération comme ASAAC, déja cité, ou EUCLID (dont le domaine prioritaire n° 4 a pour
objet 'avionique modulaire). C'est nécessaire, d'une part a cause des sommes requises pour mener & bien
un el développement et d'autre part pour assurer ia slairdardisation ja plus iarge dans 'OTAN, qu seule
peut amener une optimisation de F'utilisation des ressources et de I'interopérabilité au sein de l'alliance.

iV - LE SOTWARE BUS

Le chapitre précédent montre une utilisation intensive de module de traitement arithmétique et
logique (UT) au sein d'un systéme. Cela refléte Vimportance de ce type de iraitement, qui se traduit par des
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volumes de logiciels en croissance exponentielle. Ces UT doivent &ire standardisées, avec trois buts
principaux :

- l'interchangeabilité physique, qui est assurée par a conformité aux spécifications F3l,

- la reconfiguration dynamique, qui impose qu'au sein d’'un méme systéme, tous les modules UT
puissent fonctionner avec les logiciels implantés en mémoire de masse,

- la portabilité des logiciels, voire des modules UT eux-mémes, d'un systéme a l'autre.

Il est tentant d’en déduire la nécessité de standardiser un code d'ordre unique et un systdéme
d'exploitation temps réel unique.

Cependant, cette voie a déja été explorée et a conduit & de sévéres désagréments. Le Département &
le Défense Américain a standardisé un code d'ordre, le MIL-STD-1750A. Or les unité centrales réalisées
avec ce code d'ordre, & 16 bits, ont é1é rapidement dépassées au plan des performances par des matériels 32
bits, en particulier RISC (Reduced Instruction Set Computer), avant leur mise en application & grande
échelle en aéronautique. La France a fait la méme dure expérience avec le programme CMF (Calcutateur
Militaire Futur), qui bien qu'étant basé sur un code d'ordre 32 bits, n'a pratiquement pas eu d'application.

La standardisation du code d'ordre pour toutes les piateformes militaires présente donc des
inconvénients, que I'on peut lister de la fagon suivante :

- elle constitue un frein a l'innovation technologique,

- elle ne permet donc pas d'utiliser la meilleure technologie disponible a un moment donné,

- elle ne permet pas de profiter de la synergie avec le secteur professionne! civil, qui dans ce
domaine bénéficie d'un développement plus rapide que le secteur militaire, & !a fois au plan des maténels
que des outils logiciel,

- elle implique Iimmobilisation de budgets considérables pour maintenir & niveau les
performances.

On pourrait imaginer d'utiliser comme standard un code d'ordre du commerce. Mais 14 encore, les
mémes inconvénients surgissent, car tout choix, ft-il bon (ce qui est difficile & prévoir & moyen terme),
restreint considérablement les possibilités.

Une solution pour sortir de cette impasse consiste & avoir une interface standardisée entre le
logiciel d'application et le systéme exécutif temps réel (RTX) : c'est la notion de software bus.

Par analogie, on peut en effet discerner trois niveaux de standardisation d'interfaces :

- celle pour les échanges entre sous-systémes, ou entre racks, par l'utilisation de bus
multiplexés comme le HSDB,

- celle pour fes échanges entre modules d'un rack, par l'utilisation de bus de fond de panier
comme le Pi-BUS,

- celle entre le logiciel opérationel d'un module et son exécutif.

Le but est d'obtenir une portabilité totale du logiciel opérationnel d'un ensemble
processeur/exécutif a 'autre, en acceptant la contrainte d'une recompilation (les modules d’'un méme rack
devront donc avoir un niveau supénieur de standardisation, pour assurer les reconfigurations). Cela permet
d'obtenir :

- 'indépendance vis a vis du matérel,

- la portabilité des applications,

- la réutilisabilit¢ du logiciel.

La DE! (Direction de 'Electronique et de l'informatique) de la DGA a lancé des études allant dans ce
sens, qui comprennent plusieurs volets.

Un exécutif temps réel comprend plusieurs fonctionnalités :

- a gestion des interruptions,

- le rendez-vous Ada,

- des primitives asynchrones,

- la gestion des E/S,

- la distribution (répartition sur plusieurs modules de f'exécutif global, en particulier pour
satisfaire les objeclifs de tolérance aux pannes).

Une partie de ces fonctionalités se retrouvent dans le Run Time Ada, et est donc standardisée.

En ce qui concerne la distribution, la DEI a fait développer un complément d'exécutif, appelé
EXTRA (EXtension du RunTime Ada). L.es cibles sont les codes d'ordre MIPS, SPARC, 680X0, 88000 et |
960, avec les technologies Ada de Verdix, Telesoft et Alsys, ce qui permet de couvrir une trés large gamme
de produits.

Pour les mécanismes asynchrones, Ada n'offre pas de services tels que les sémaphores,

i
H
H
i
i

~



4F-15

événements, etc, bien connus dans d'autres langages. Cependant, le besoin existe, pour :

- prendre en compte les application existantes (portabilité)

- permettre les communications et opération de signalisation asynchrones,

- améliorer les performances,

- améliorer la portabitité et la réutilisation.

Ces services élant extrémement colteux en temps d’exécution avec le mécanisme du rendez-vous,
le DEI a proposé une liste de primitives pour insertion dans le langage Ada, qui constitue un modéle
cohérent de mécanismes de coopération asynchrones, qui permet des architectures d'application propres et
efficaces en évitant I'utilisation de solutions non protables. Cela doit permettre une meilleure adéquation de
ce langage aux application fortement temps réel, et assurerait une portabilité plus facile des applications.
ces primitives sont :

- des compteurs : “resource” et “buffer”,

- des états : “event” et “blackboard”,

- des impulsions : “pulses” et “broadcast”.

lls sont un préalable & la notion de software bus, dont les études ne font que commencer.
En ce qui concerne le software bus, il existe |12 encore un besoin de prendre en compte les

exigences et les contraintes de tous les utilisateurs potentiels. C'est pourquoi cette approche doit &tre menée
en ¢chopération, de fagon optimale dans le cadre des programmes internationaux d'avionique modulaire.

V - CONCLUSION GENERALE

Le présent exposé ne prétend pas avoir fait le tour de tous les problémes de standardisation
aéronau‘ique en Europe : le champ est beaucoup trop vaste. Mais en abordant certains secteurs de
l'avionique, il a essayé de démontrer que :

- pour le futur, la standardisation et I'interopérabilité sont des enjeux considérables,
opérationnels et financiers. En ce sens, la standardisation est a elle seule un besoin nouveau, qui sera de
plus en plus important,

- ces enjeux ne pourront étre gagnés que par la coopération, & tous les niveaux.

~—
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FIGURE 2 : TABLE OF COUNTRIES
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FIGURE 4

EH2 (ASl) BREAK-DOWN INTO MODULES
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MIXED APPROACH TOWARDS MODULAR AVIONICS ‘
CONFLICTING REQUIREMENTS i
by
J.P. LACROIX
THOMSON-CSF RCM
178 Boulevard Gabriel Péri
92240 MALAKQFF FRANCE

1MODULAR AVIONICS CONFLICTING CEPA4in EUI’ODG. aim at architecture selection
REQUIREMENTS or standards recommendations ‘n ¢ider to satisfy
at least three requirement domains:
1.1 INTRODUCTION - LCC (Life Cycle Cost) requirements
- Performances requirements
New avionics development efforts like PAVE- - Availability requirements

PILLAR and PAVE-PACE in the USA, EUCLID

PERFORMANCE LEVEL
i

NEW CPUS/ARCHITECTURES

IMPROVED ALGORITHMS
TECHNOLOGICAL IMPROVEMENTS

UPWARD COMPATIBILITY

LIFE CYCLE COST
Fat DECREASING
j -
FAULT TOLERANCE
REDUNDANGY (HARD/SOFT STANDARDIZATION) Sggggglﬁg cost
RELIABILITY -
REUABILITY
AVAILABILITY

Figure 1.1: MODULAR AVIONICS REQUIREMENTS
(Ends of axis stand for domains to be optimized: along axis are some means allowing to achieve that goals)

121CC REQUIREMENTS i
volume on too much companies,
LCC requirements reflect customers as well as v 5:};:r?é:rgﬁ?o%rl}rzghgggighwg%ong
airframe manufacturers expectations: : :

- to lower procurement and acquisition %c;*lf factors like components quality
costs e .

- 1o minimize fi ot - skip at least one maiiitenance level by

imize field exploitation costs having a very thorough Built in Test on
Some recognized policies seem able to cope each LRM.
with these requirements:

) rely?)n sta n:;fd cts (F3I These policies seem obviously able to offer
modules), mass pp'rodl’duu ced in order to :.:\e{;‘egrzséigut all have not been yet demonstrated
share the NRE_ costs on many parts and ’
get low unit prices; but tradeoffs have to Nethertheless, there is a trend in new
be made on the number of suppliers,so  programs to put a high priority level on these
as to have second sources without problems by requesting that design should be

disseminating the production ILS(Integrated Logistic Suppont)-driven .




5-2

1.3 PERFORMANCES REQUIREMENTS

The basic idea of Modular Integrated Avionics
is to concentrate in the same rack many CPUs

compatibility requirements could be a progress
limiting factor).

Nethertheless, on a development/ production i
point of view, having less CPUs to produce could

previously spreaded in severall boxes This mean to add more NRE amortization on each unit .
computational teaming should, at a given time, while having higher unit cost.

deliver a sufficient amount of processing power

while benefitting from resources sharing and 1.4 AVAILABILITY REQUIREMENTS

offering some incremental power enhancement
capabilities ("graceful upgrade”).

But progresses have been made since the era
of 16 bits processors, anc new 32-bit RISC or
CISC processors are currently able to replace {on
a computation capability point of view) severall 16-
bit CPUs with a significant cost saving. Graceful
upgrade (in term of stress effect on the rest of the
system), could be achieved by relying on
technological improvement, assuming use of
upward compatible micro-processors (yet

Availability requirements are due to
operational people. They need very high avionics
availability (current figures are in the range of 150
working hours - without unpairing failures) and the
answer comes from buiit-in reliabilty, fault-tolerant
architecture and reconfiguration capability and
that will be the drawback which could hamper this
approach with cost overhead (typically 200 % to
300%).

Method |Hardware penalty | Latency time | Correction time | Reconfiguration | Overhead dueto | Nbof
delay spurious errors  { faults
DUPLEX 100% Computation Computation Cycle | 1
Cvcle
TRIPLEX 200% Computation Computation Cycle | 2
Cycle
MAJORITY | 200% procand | Instruction Instruction Instruction Cycle 2
VOTING voting circuits Cycle
PARITY 12% memory Instruction Exception Not Handled  |Exception handling| 1
Cycle handling
ECC 25 % memory instruction Clock cycle Not Handled Instruction Cycle 1
Cycle
MforN (M/N) % Test cycle }lsolation+selftest | Selftest+Loading | Correction time M
Table 1.4 Fault detection policies
1.5 INTERACTIONS/CONFLICTS BETWEEN remains questionnable (see Tab'e 1 4).
REQUIREMENTS Nethertheless, the total price could be high, due
to the number of CPUs used which does not offer

They are mainly in the field of the architecture;
everybody will agree on the benefits of higher
refiability and Built-In-Test capabilities.

But the most significant parameter is the
architecture choice:

Starting from performances requirements,
one may use severall identical medium
performance CPUs or only one powerful CPU
able to do the job.

In the first case, some organization schemes
provide fault tolerance and reconfigurability with a
low price penalty (in % of total cost}, and also
graceful upgrade if the Real Time Executive is
able to offer transparency for task localization/
allocation; but latency time in case of defect

a good cost per Mips, even if a great number of
them will be put in production. High reliability
figures are also difficult to achieve in such
configurations.

In the second case, using only one CPU
(obviously based on one unique micro-
processor) can't provide fault-tolerance, so the
architecture has to be designed as a dual
processor one or better as a triplex, majority
voting architecture (see Table 1.4). In this
approach, cost overhead is high, graceful
upgrade difficult or costly, but total cost could be
advantageous, despite there is obviously less
CPUs to produce.

So it's difficult to find the best (or the least bad)
compromise at a given time; and technological




progresses are also chav. * ..~ the hypothesis
every two years, and may -. the future Avionics
has to wait for the multi-million transistors chips
which could offer parallel, redundant and self
reconfiguring/ repairing architecture at an
affordable cost.

The greatest risk remains to overdesign the
modules, because the aim to standardize for a
wide range of platforms will surely lead to retain
the highest level of performance/ environment
requirements in every domain, and that could not
be right for some aircraft retrofitting where a good
balance between airframe and avionics
capabilities has to be made.

2 EQUIPMENT MANUFACTURERS
CONSTRAINTS

2.1 DESIGN FOR CUSTOMER'S NEEDS

On an industrial point of view, there is a will to
design for a right adequacy with customer's
needs and for the lowest internal production cost.
This requirement could be not well satisfied by
standard products: for exemple, at the CPU side,
it's difficult to get the correct amount of
processing power needed as well as of memory .
This problem arises also for /O processing where
dedicated boards are often to be designed while
some standard ones are under-utilized.

So, if every one agrees on the benefits of
building prototypes from standard (eventually
under utilized) parts, it could be profitable to bring
cost effective adjustements for mass production.

2.2 ROBUST DESIGN / GRACEFUL
UPGRADE

Another difficulty of the designer's job s to
cope with short technological cycles: standards
need currently more than five years to mature,
while technologies change every two years. The
dilemna is to become rapidly obsolete when
using stabilized technologies or to miss deadlines
when using too emerging technologies.

So there is a need of “robustness” at each
level of the system (board, chassis, rack, avionics
suite) in order to accept without major redesign
some technological improvements (related to
costs savings for the final product) as well as to
provide growth capabilities for evolution of
customer's specifications or even some errors in
system sizing during the design phase. This
need is currently addressed by choosing
upgradable components and designing-in
flexibilty through programmable devices.

2.3 SHARED DESIGN/ DEVELOPMENT

There is a trend for design and development
teaming inside companies, between companies
in a country and also between countries:

- EUCLID, PAH-2 and EFA programs in
Europe,
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- International cooperation programs like
ASAAC, Nun-Bennett agreements.

This kind of business, contractual matters
being put apart, demands a very accurate Work
Break-down Structure and a clear system
definition and partitioning, as well as interface
definition. Tools are lacking in this field, and a part
of this need is tentatively addressed by the tool
described in the later part of this paper.

3 CANDIDATE APPROACHES ;‘
No panacea seems able o solve all the

depicted problems, and a combination of
methods, tools, tricks is currently used.

3.1 IMPLEMENTATION INDEPENDANT
DESIGN

The aim of this approach is to exercise
methods allowing to be (almost) free of the final
hardware implementation.

Such methods are already in use in the ASICs
business: Silicon compilers are tools which offer
some protection versus process change or
discontinuing by the semi-conductors’
manufacturers; they are also useful for doing
request for quotation and price comparison
among potential suppliers.

In software development, in order to try to
decrease the climbing costs, there is a need for
modules re-use; Ada and (perhaps more) Object
Oriented Languages should provide the right
answer .

At the LRM level, it seems difficuit to ask for
implementation independance if
interchangeability at the binary level is requested;
if not, one may argue on a strict conformance to
the F31 requirements by attaching priorities to
requirements:

- Eorm interchange relies to mechanical/
thermal constraints and must be satisfied,

- Eit interchange could be understood as a
top-and-bottom conformance:

* at the top by compatibility with some
HOL (usually software written in Ada
with standardized Real Time
Extensions),
* at the bottom by compatibility with a
given backplane: connector, pins
allocation, data exchange protocol,

- Eunction interchange should be achieved for
various micro-processors through a combination
of software layers and hardware additions
(ASICs), assuming that they all can satisfy to a
given level of computational capabilities and
response time.

£ e I
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This approach could offer transparency of the
inner part of the LRM and allow to use for
maintenance purposes CPUs based on different
micro-processors, but at the price of software
recompilation at flight line depot, and less
reconfiguration capability if different types are
used within the reconfigurable entity (usually one
rack).

APPLICATION (in Ada)
REAL-TIME EXECUTIVE
BOARD SUPPORT

ASICs
CPU
HARDWARE

PACKAGE

Figure 3.1 Hardware encapsulation

3.2.1.1 INTERACTIONS/LOCKS
BETWEEN STANDARDS

One of the first conclusion when conducting a
bottom-up approach is that there is a close
relationship between potential standards.

For the hardware:

- Board size will put constraint on board
density (eventually leading to a two
sided board). .

- Board density will have influence on ¢
package type. :

- Package type will have influence on
cooling management (it's difficult to use
conduction-cooling for PGAS).

- If surface mounted package type is
choosed, it could force to develop
hybrids or ASICs.

For the software:

- CPU type and power will determine if
multi-processing is required.

- Communication between tasks will have
influence on the backplane bus
(message onented rather than memory
oriented) and on the Real-Time OS (to

e s s aBae A S T ————

3.2 MIXED APPROACH be tied to Ada).
- Bus width could influence the hardware
3.2.1 BOTTOM-UP (connector size).

| 1 ¢ |

Board N Cooling

size

Board Package
denslty csudgacgpe
& 1 or 2 sides vs
Technology level thr&t:gh
ASICs
Hybrids L
. Produétion cost
Figure 3.2.1.1 Cress-coupling of standards ‘

3.2.1.2 CORE FAMILY BUILDING

This approach aim at buikiing a family of the
four main types of LRMs from which a large part of
any avionics suite could be developped. it uses a
layered method:

- 1-st layer BUS LEVEL defines:
* backplane bus

* Test/ Maintenance bus
* Down-loading/ Debug bus (if dedicated
bus is needed)

- 2-nd layer INTELLIGENCE LEVEL defines:
* main classes of micro-processors
* companion ASICs (if any)
* servica serial links
* bulkk memories

NP IR

R




- 3-rd layer PERIPHERAL LEVEL defines:
* functionalities requested to interface with
the system (Avionics Bus, AC/DC 1/O,
Discrete bits,..)

Using these three levels, a set of boards can
be built, some with or without intelligence (Dumb
/O or VO controller, Bulk Memory or File Sever), ali
intelligent boards using the same kernel.

One flexibility advantage was to place, for
some families, an on board power supply; when
considering racks' composition, there is a need
for a redundant power supply, which should have

55 ,
a very wide range of delivered power. Adding one

LRM could force to add two PS modules. This

problem does not arise with local on-board power

supplies, which offer natural incremental power

capabilities.

This method is applied since 1980 in
Thomson for 680X0 based designs, targeting
various form factor boards (1/2 ATR, Double-
Europe, ARINC 600, ...} and functionalities.
Development cost and time savings offered by
the family concept are a major argument when
answering RFPs.

=y AR
QOCKITERMINATION
POWER SUPPLES l mmml Ivmmm-al lmmmnj
- -
BULK MICAO PROCKGLUE ASICa SSERAL COM nralciek
LOCAL MEMORIES MEMORY/MIVATE 8US v
LOCAL POWEM SUPALY
ocoe o / \
. \
rereverAl | | wLous 0 PAM MEMORY ARING 4x
nuiver HIGH SPEED Lk TMEXEEPNG ra
LA
BACKMANE L Lt LA (V"]
HOUREKEEPING ALK WEMORY UNTT 1848 LINK MAN & BACK UP
& PWR PRE NEG CONTRGLLER crs VO CONTROLLER
Figure 3.2.1.2 Layered approach of LRMs family

3.2.1.3 VIRTUAL MODULE

The very best solution is to hav 2 truly F3I
modules, and use them in all products, but in
some cases, like partial revamping of old
products, it coukd be useful or profitable to port
designs towards other board sizes or different
backplane bus, or to add functions to a previous
design.

There are also compromises to find when
looking for standards acceptance within a
company; a way to fight the well known NiH (Not
Invented Here) position is to leave some creativity
to people.

The "virtual module” is a soft way to do
standardizaticn because it remains at a

conceptual level: the standard is a combination of
a thoroughly validated schematic together with
software layers (BSP, BIT, ...). This Hardware/
Software Kernel could be considered as a pait of
a library of high level functions. The good side for
users is that they get some freedom of
implementation; the good side for standardization
is that expensive developments which insure
software portability are locked.

This approach is used in Thomson-CSF for a
new family of RISC based modules, allowing (non-
predictive) software to run on any cached or no-
cached architecture developped within the
company.
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DEDICATED LAYOUT T
SCHEMATICS MOOELS
TEST
NETLISTFILE SIMULATION PROGRAMS
ew [CTOWRETOE ] oEBUG TO0S
MODULE ONNECTIONS
PPORT AUTOTEST
} ANOLERS oot onune
ADDED
FUNCTIONS
——
Figure 4.1.3 Virtual Module (or SHAPE: Software Hardware Adaptable Processing Elements)
Don*t try to sell Virtual Modules: you could be paid with virtual money!
3.2.2 TOP-DOWN _ Underestimate of data traffic could lead to
When buikling an Avionics system, a nd incrgase data rate or to add busses to the system.
starting from operational and functional in the case of Integrated Avionics, the
requirements, the problem is to answer at least problem is widened to system bus and backplane
three questions: - bus; and also because this concept has not been
- were are the functions? yet used in any conflict, and vulnerabilfty issues
- what amount of resources (memory, I’/’O, are not known, Top-Down approaches have to
computation power,...) do they need? handle centraiized as well as distributed Avionics.
- which is the volume of data exchanged
between them? Starting from seme knowledge of the system,

from a software load balancing point of view, the
aim is to find the best repartition of processing
power among different racks in order to cope with

Misplacement of functions could lead to
avionic bus bottlenaeck by unuseful data

movements. backplane bus bandwicth and system bus

Local underestimate of processing power capability; the ultimate (technically speaking) goal
could force to add computation capabilities or to should to be able to place tasks anywhere (CPU,
use remote ones. Rack, Avionics Suite): it wouid make worksharing

and reconfiguration easier.
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Figure 3.2.2 Tasks communication system's transparency
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3.2.3 TOP-DOWN METHOD

it was decided to start from a known part of the
RAFALE aircraft system. Thomson-Csf being
main contractor for the Radar, Counter-
Measures, Optronics and Communication
equipments, it was possible to get all needed
informations to describe the equipments and do
method validation.
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The first step was to build a common
equipment description forny, then design cature
tool, simulation method, and, if needed, the
simulator.

3.3 TOOL DESCRIPTION

3.3.1 DESIGN OF A MODULAR INTEGRATED
AVIONICS SYSTEM

——

FUNCTIONAL OPERATIONAL
REQUIREMENTS REQUIREMENTS
FUNDAMENTAL
CONCEPTS Lce
CASE TOOL(S)
CPU,BUS, MODELS
ARCHITECTURE HARDWARE/SOFTWARE
DEFINITION PARTITIONING cost
¥ RELIABILITY
RACKS -
| ] LRMs CATALOG
COMPOSITION
Figure 3 2.3 Required CASE tools

The designer's dreamed CASE Tool could
look like the one cepicted in Figure 3 2 3.

One of the candidate architecture for future
avionics system leads to place in the same rack/
chassis severall identical modules (CPU or /O
oriented) which were previously spreaded among
different boxes.

The design of the CPU itself is not a
tremendous task, according to the current state-
of-the-art and the many off-the-shelf available
micro-processors; the main difficulties to solve are
in the field of the behaviour of such many CPUs
dealing with an unique backplane.

By the time this study was launched, there
was no tool allowing to forecast the bus
efficiency/ load in an not well known context of
bus accesses scheduling; tasks scheduling
inside the CPUs must be aware of bus activity,
and vice-versa.

The second unknown factor is the actual
efficioncy of the CPUSs; the current upgrade in the
available memory space and the computation
power leads to a TBD shrink of resources.

The third unknown factor is the initial system
sizing; by the time being, some laws seem to
appear between successive generations of

avionics systems (ratios between 17 and 27), but
there is a lack of methods for a more accurate
system sizing.

All these unknown datas/ factors make uneasy
the design of an efficient (in term of
requirements/ product adequacy) if there is no
help available through some Computer Aided
Tools.

3.3.2 SYSTEM SIMULATION

The simulation of any avionics system,
whether centralized or distributed, is useful to the
designer to get a rough idea of how the data
processing parts of the various LRMs are acting.

The main figures of interest are the
scheduling of the events (harware and software),
the dynamic bus load balancing and the
resources ailocation/ sharing.
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3.4 PRELIMINARY REQUIREMENTS QOF THE
TQoL

3.4.1 TARGET APPLICATION

The tool is dedicated to the simulation of a
network of data processing racks, in respect to
the internal tasks scheduling and the
communication between data processing
modules. The activities of task creation and
execution are to be simulated with their timing
aspects in mind, as well as with their hardware
resources consumption.

The tool is a complementary approach in
regard of some commercialy available products
which are more suited to algorithms simulation,
network simulation and to global systems
simulation.

A particular care has to be given to the
modelization of data communication between
computation modules as well as between racks, in
the future attempt to find the best place of these
modules in the most suited rack of an integrated
Avionics Sutte.

3.4.2 PROGRAMMING ENVIRONMENT AND
HOST

The language(s) for the programmation of the
tool must be supported by a wide range of
workstations; the perennity of the tool itself is
insured by not using specific or exotic
environment, bound to any non standard
workstation.

3.4.3 MAN-MACHINE INTERFACE AND
EASE OF USE

The tool was designed for people being not
familiar with capture/ simulation arcana, in order to
have a short training time.

2.5 TOOL DESIGN
3.5.1 APPLICATION FIELD

The tool is based on a simplified, macroscopic
approach considering that there are only two
useful levels in an avionic system:

- the computation module level
- the global system level

This concept allows an easier relocation of the
modules in a modular avionic system.

The analysis of the software side ot the
system is made through the representation of
linked software modules: there are three types of
modules and four types of links.

The description is done in an hierarchical way:
for exemple, an /O module can be built through a
combination of elementary software modules.

3.5.2 SOFTWARE ENVIRONMENT AND
HOSTS

The graphic capture and simulation package is
written in C. it should be easily portable on any
workstation with some care to exercise for the
graphic library.

The very first release of the tool used the
SUNVIEW graphic library developped for the SUN
TM workstations but the design was rapidly
ported under X Window (of the MIT) with the
Xview toolkit offered by SUN; this toolkit is under
port on DEC stations by a third party (Unipress).

The current version of the tool is fully
operational on SUN workstations and in beta-test
on DEC stations, both types being used within
the author facilities. The design should have be
made with the Xlib library of X window in order to
run on any X Window workstation, unfortunately
this library was not available at the beginning of
the study. TBD

35.3 USER FRIENDLY INTERFACE

The simulation package user's interface relies
on pull-down menus and multi-windowing for a
higher flexibility.

The capture and editing of the modules
(segments and links description) is made easy by
optional "help on the syntax” placed in the pull-
down menus.

3.6 GRAPHIC CAPTURE
3 6.1 CAPABILITIES

The graphic capture utility allows the system
designer to descnbe in a modular way the
application software packages runhing on severall
computation modules.

3.6.2 METHODOLOGY

As said in § 3.5.1, the methodology is based
on three types of software modules and four
types of links.

Each software module is made of a collection
of segments, which represents an execution time
corresponding to instructions cycles, memory
cycles and /O operations.

Transactions from module to module are
executed by transfer between segments.

3.6.3 TYPES OF MODULES
3.6.3.1 Running CPU module

This module is made of a serie of segments
where the CPU is running freely and does not rely
nor is constrained by any external event.




3.6.3.2 Waiting CPU module

This module represents a serie of segments
where the CPU is denied any external access
cycle. This module is used to describe aCPU ina
passive wait state.

3.6.3.3 Synchronization module

This module is referenced to a global (in a
system point of view) event. This event will
synchronize severall CPUs; it is issued by an
unique source, but may be received by more than
one CPU.

The Syncronization module encompasses
"active wait" segments corresponding (for
exemple) to the response time (delay) of an 1/O
device.

This module is used to describe a CPU in an
active wait state.

3.6.3.4 Modules’ hierarchy

The tool has the capability to represent a set
of modules by an unique module (of an higher
level). The graphic capture package alows such
an ascending approach.

The reverse approach (descending) is also
offered, in order to get a more detailed view
inside the functionning state of a module.

3 6.4 GRAPHIC CAPTURE CAPABILITIES

The graphic capture package allows the
designer to open simultaneously severall editing
windows. Each of them is dedicated tc the
description of one CPU (block diagram) and works
on one hierachical level. Using the views is
orthogonal to the combinations CPU-Hierachical
level.

3.6.5 FILES GENERATION
3.6.5.1 Description file

The graphic capture package produces a
texte file containing all the software modules
described. This text file is correctable and
modiable. All software modules are referenced
to the same level, but thay remain tied to a
particular CPU.

3.6.5.2 Other files

The package generates four other files:

- Aglobal file saves all CPUs block
diagrams as well as the contents of the
modules.

- An utility file safeguards the memory
space allocated to the CPUs description
and the graphic context. This file is
useful in case of crash of the capture
package; the user can restart from a
previous stage, preceding the crash.
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- Arepor file saves all error , warning and
help messages.

- A™help to dsbug" file records the
operator's last commands (in a 1024
steps moving window); this file is helpful
for the debugging of the tool itself, by
allowing to replay the commands
producing a malfunctionning.

3.6.5.3 Printer output

All block diagrams of the CPUs edited on any
window of the workstation can be sentto a
Postscript printer.

3.7 SIMULATOR
3.7.1 POLICY

Using an off the shelf behavioural simulator
(VERILOG, VHDL,...) makes mandatory to design
a source code generator. Designing this
generator proved to be as complex and difficult as
designing a discrete events simulator. The final
choice for this part of the study is not definitively
made, but the best way seems to look for a discret
ever's simulator.

3.7.2 ENTRY PARAMETERS

The description of the software modules uses
as references some hardware (in the sens ot
performances) parameters of the CPUs (u-
processors cycle time, message travelling
delay,...).

All these parameters are entered as text datas
and are interactively modiifiable during the
simulation.

3 7.3 SIMULATION

The simulation belongs to the "discrete
event" type- the likelyhood of apparition of an
event is computed for each previous event.

Between each event, all memory accesses
and I/0 transactions are saved for each CPU for
further statiscal analysis purpose

The discrete event simulator has to be
compared to the scheduled simulator: the
previous will chain the events, whatever the time
between two succeding events; the following wilt
exercise its scheduler at each time slot.

3.7.4 SIMULATION RESULTS

The simulation output is a graphic one, which
represents the current activity of each CPU,
expressed as segments referenced to the
software module which contains them.

It will be possible to appreciate the interactions
between CPUs by examining the activity
diagrams. The statistical analysis of resources use
should be offered in a later version of the tool.
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3.8 IMPROVEMENT OF THE ACCURACY OF
THE SIMULATION (SYSTEM LEVEL)

3.8.1 WEAKNESSES OF THE DESCRIBED
TOOL

For the available version of the tool, all CPUs
are executing their tasks at the same rythm,
whatever the context.

In order to add some flexibility in the tasks
scheduling, conditional execution of the software
segments has to be provided.

Another problem is the access to a shared
resource, which relies on priority modelization
and resolving mechanism.

3.8 2 CONDITIONAL EXECUTION

The first improvement will be to launch the
execution of some particular segments of the
software modules hy global system conditionning
parameters. These parameters will be either
defined by the user when setting up the current
simulation, or dynamically generated by some
software modules during the simulation. The
method for generating these global conditionning
paramete: s Is not yet defined.

-t

3.8 3 ACCESS PRIORITIZATION

If any C ”U has to access to a common, shared
resource, the synchronization module, which is in
charge of this request, must receive
acknowledgement or denied access from this
resource: the pnority access mechamsmto a
shared resource is yet to be modelzed

4. CONCLUSION

The described too! (graphic capture and
simulation) aime to bring some methodological
help for designing modular integrated avionics
systems, by allowing a more accuratz gnalysis of
their dynamical behaviour.

The refinement of the system modelization is
tightly dependant on the performance of the
simulation package. Additional work will be
performed during the current year in this area and
more results would be shown at the lecture time.
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AVIONICS SOFTWARE EVOLUTION ;
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UK Ministry of Defence,
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SUMMARY

The paper reviews the critical software-related aspects
whare thorough planning and implementation of
philosophies and principles are needed, in order to be able
to develop software-based avionic systems to meet target
timascales and budgets; identifies some of the critical
software technologies that will faciltate this process, both
today and in the near future; and briefly describes the
implications for software resulting from the currently-
emerging modular avionic architectures. A central theme
of the paper is that the system and software generation
process should be placed on as formal a theoretical basis
as possible This is in order to be able to deal effectively
with the complexity of the software-based avionic
systems that are ‘just around the corner’

1 INTRODUCTION

1.1 The magnitude of the software component within
mititary avionic systems has grown considerably over the
past twenty years The technology has come a long way
from the earliest systems, containing some 16kbytes of
code embedded in a central processor, o the
architectures under consideration today that feature
many megabytes of code within a distributed processing
environment. The enormity of the software development
task has required a move away from the assembler
language technology of the early years, to the use of
standardised high level languages such as Ada, in order
that overall Life Cycle Costs may be minimised.
Advances in semi-conductor technology over the same
period have provided the system designer with the
microprocessor and memory building blocks that were
unavailable to those early digital systems. Thase
components have the performance capabilty to
accommodate the code expansion common o most high
lavel language implementations. The software content of
avionic systems seems set to continue increasing, with
the next generation of military aircraft likely to feature
distributed processing architectures based upon a
modular construction.

1.2 In parallel with this growth in size and complexity,
there has been an gvolution in the understanding of how
these systems should be developed in order to meet
performance, cost and time-scale targets. The rapidly
increasing capabilities of the hardware that can be fitted
into an arrcraft provides more and more scope for
software-based functionality. This must be supported by
the software engineering technology to handle tha
definition and design of those functions within reasonable
costs and timescales.

1.3 A central theme of this paper i1s that we need now to
be placing the system and software generation process
on as formal a theoretical basis as possible. This is in
order to be able to deal effectively with the complexity of
the software-bused avionic systems that are ‘just around
the corner’. Formality will allow automation to be applied to
the fullest extert in the development process. The result

is that efficiency of the generation of the system can be
maximised, and an ability 1s provided to minimise the
number of errors that pass through to the later
development stages, where they are very costly to
correct.

1.4 From the perspective of the customer for these
advanced software-based systems, the nsks associated
with the software content of projects continue to grow, as
a result of the rapidly increasing complexity that 1s
achievable and demanded Large real-time embedded
software projects are prone to timescale overruns and
budget overspends, or fail to meet their operational
requirements The result is increased cost, late service
entry, a need for further development after service entry
to meet original requirements, or In extreme cases
cancellation

1.5 This paper reviews the critical aspects where
thorough planning and implementation of philosphies and
principles are needed, in order to be able to develop these
very complex systems to meet target timescales and
budgets; identifies some of the cntical software
technologies that will facilitate this process, both today
and in the near future, and brefly describes the
implications for software resulting from the currently-
emerging modular avionic architectures

1.6 This work has been carried out with the support of the
Procurement Executive of the UK Ministry of Defence
(UKMoD(PE)). The views exprassed in this paper are
those of the author, and do not necessarily represent
those of the UKMoD(PE).

2. THE IMPORTANCE OF THE LIFE CYCLE
MODEL

2.1 Evolution of the software functionalty of avionic
systems has necessitated a parallel evolution in the
overali approach to the development of the software
component. A variely of idealised lifecycle modals for the
development of software based systems currently exist;
lifecycle being defined as the complete process from
inttial definition of system requirements, through
development, production, in-service support, to eventual
disposal.

2.2 A potential difficulty in the development of complex
software-based systems is the conflict between the need
to freeze the dosign requirements at some point, in order
that the system can be designed, manufactured, tested,
etc, and the reality that it is often not possible to define
fully the requirements for the delivarable system unti
experience has been obtained in the application of
something that represents it. To this end, a considerable
proportion of the overall design/development budget
should be assigned to the process of simulation,
modelling, prototyping, animation of specifications, etc
prior to commitment to design; futhermore, as much
scope as possible should be provided to allow the
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functional raquirements of the system to be further refined
throughout the developinent programme.

2 3 One thing 1s certain; a posttive decision must be
made from the outset of any software intensive project, as
to what model or paradigm 1s to be applied, in order to set
the framework upon which the detailed project
development procass is bullt (Paradigm defined as
something serving as an example or model of how things
should bs done)

3 LIFECYCLE MODEL EVOLUTION
3 1 The Waterfall Model

3 11 The conventional model for many years has been
the internationally known 'Waterfall’ Model (see Fig 1).
This evolved from early experiences in the development of
software based systems. It was formalsed in
DOD-STD-2167 "Military Standard - Defense System
Software Development’, and has beer: carried forward into
the the current version A of the document? issued in 1988.

3 12 The Standard requires that developers implsment a
process of managing the development of deliverable
software. A sequence of phases is defined for the
definition of requirements, the design, integration and
testing of software in paralle! with the system hardware
development process.

3 1.3 An implication of the Modsl is that the development
process should start at a software systems highest level
of functional requirement. Design defintion proceeds
progressively ‘top-down’ though a successive breaking
down into lower level software components, down to the
ultimate component level, the module. The coding and
integration to build the complete system 1s then carried
out ‘bottom-up’, altowing full testing of \he component
software assemblies before integration into the next lavel
up

314 The DOD (Depantment Of Defense) Standard also
introduces the concept of baselines, 1o provide
assistance in the process of management control A
baseline represents a configuration identification at a
formally specified point in a configuration items’ lifecyctle.
The completion of one phase of the development process
1s determined by the satisiactory assessment of the
dehverables of that phase, and may be identified as a
baseline. The products of the next phase are formally
verified against the previous baseline, as part of the
quality assessment, before themsslvas being
subsequently incorporated into a new baseline,

3.1 5 The Model has come in for some cnticism over the
years, as it s considered by many not to reflect what
actually happens during the ifecycle of software
development. The concept of phesing through the
development process, with detailed design being
cometed before coding and test being carried out, and
not being revisitad, does not match what has to really
happen in a project, where the design process may be
reiterated throughout the development phase, and
probably on into the in-service phase as well.

3.1.6 However, | would suggest that the basic concept
behind the Waterfall Modet must be present in whatever,
more refined model, is employed. The fundamental
requirements of ‘top-down’ design cefinition, and "bottom-
Lp' coding and irtegration, are essential to ensure design
traceability in the final delivered product However, for the
complex systems of tocay and the future, other
processes must be included to achieve a workable life-

cycle modal. These more advanced models may in fact be
considered as further elaborations of the basic concept

3.1 7 Itis vital that the individual system developer 1s
given the freedom to arrive at the final product by
whatever way he chooses, provided that he can
demonstrate from the outset that this i1s consistent with
the basic requirements of the Wateriall Model. He should
have the scope to choose the development hfe-
cycle/methods that best suit his organisation and/or the
task requirements

32 V-Modsl

32.1 Adevelopment of the model appears in the UK
STARTS Guide? (See Fig 2), prepared by the UK
Department of Trade and Industry and the UK National
Computing Centre. The STARTS Inttiative (standing for
Software Tools for Application to large Real Time
Systems) provides a collation of information on avatlable
tools and techniques for the davelopment of software
based systems.

3.2.2 The V-Model explicitly introduces links hetween
destgn decomposition phases and integration and test
phases. It 1s the documentation and reviews which
orovide the tangible and objective milestones throughout
the software development process. Each phase can only
be considered complete when all the required
documentation has been completed and reviewed to have
met the requirements The subsequent phase can only be
started when all the 1nput documents are complete and
available

33 Incremental and Evolutionary Development

3.3 1 The inzremental approach (see Fig 3) achieves the
final full-function deliverable, by building the total system
capabilty In aver increasing Increments  Successive
builds have increasing capability, which is formally
demonstrated at pre-planned points in the programme. Of
panticular concern in this process 1s the co-ordinated,
parallel development of the hardware needed to suppont
the software at these milestones

3.3.2 The evolutionary approach is similar to the
incremental, but instead of achieving full capability over a
single development phase, the process spreads over a
number of phases, probably including in-service A
imited-capability system is taker into service as part of a
pre-planned programmae, which sees further d¢"relopment
to full capability in parallel with the initial in-service period.

333 The incremental and evoluticnary approaches can
help to reduce the risks involved in single phase
development to full functionality of very complex
systems They also help where the requirements are
fuzzy’ 1 @ where the general raquirements are known, but
the details are lacking The building of a limited
functionality system allows ‘hands-on’ expenimentation in
areal or simulated scenario, increasing understanding of
what is actually required, and leading to refinement of the
requirements.

3.4 Models for the '90s and Beyond

34.1 Arecent proposal® 1s a further development beyond
the incremental approach. Instead of a rigid number of
phases, successive levels of prototypes are used (see

4 2 1) to nerate towards the final requirement. The use of
continuous evaluation and sk analysis provides a good
basis on which to make necessary decisions over options
that may be open. When the prototype has iterated to the




point where it meets the requirtements, it is engineered as
necessary to provide the dasign soundness required by
the criginal Waterfall Model, in order ta provide the
deliverable product. This approach is known as the Spiral
Model (=ae Fig 4).

3 4.2 Another possibility 13 the ' Third Gensration' Mode',
proposed by A O Ward* of BAe (see Fig 5). This agan
recognises the importance of the rapid prototyping
process in defining the requirements for the eventual
design of the system,

4. THE REQUIREMENTS DEFINITION PROCESS

4.1 It seems clear that great emphasis will be placed upon
the requirements definition process in future models, as a
result of the present difficulties in precise definition from
the early stages of a project. It 1s here that the
requirements are set to be transtormed through the
development process into the final design. If the inal
requiremants are wrong, then so will be the system and
software that appears at the end of the development
process {f we can only describe pracisely what it is that
we want, in complete and consistent detail, then the
process of developing it, whilst by no means being trivial,
does become a realistic, relatively low nsk task A further
complication ts thve design of the hardware on which the
software wili run, which often has to be tackled from an
early stage i the development process (see Fig 6),
because of tha fong lead times involved in obtaining the
components, designing enclosures, environmental testing
leading to qualification for the application, etc.

4 2 Tochniques and Touls

Techmques and tools available to assist in the
requirements definition process include.

4 2.1 Rapid Prototyping

Enables the system devsloper tc assess design and
specification decisions through the implementing of part
or all of the system, without consideration of integrity and
formality requirements. The rapid prototype can then be
exercised In realistic situations.

4.2.2 Animation

I Amimation of a systems requirement spacification I1s a
process which facilitates the examination and
demonstration of the specification. The specification is
converted into an operating, visible representation, which
can then be exercised by the customer or designer with
the aim of checking that the specification does actually
record what s required

1. Rapid prototyping and animation may be applied
ieratively, with repeated modification to the models or
specifications generated, until a satisfactory solution has
been demonstrated. In the case of rapid prototyping,
there is also the optior for the prototype to be developed
further into the deliverable product.

4.2.3 Notational Tools

Notational tools provide support to the process of
detailing the requirements A number of such tools now
exist in proven forms, but are likely to need further
development if they are to support adequately tha very
complex systems now being considered. In particular,
mathematical {formality needs to be introduced as far as
possible, in urder to facilitate automation of the process.
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4.2.4 Analysis Tools

Automated tools are required to detect mis-specifications
and errors during the early stages of the spacification
process.

5 THE EVOLUTION OF ADA
5.1 Ada today

Ada was originally developed by the US DOD to provide a
standard language for the development and maintenance
of iarge real-time embedded systems. The language was
initally standardised as MIL-STD-18155 in 1980, and
subsequently revised as ANSI-MIL-STD-1815A% in 1983,
The tools to support the development of systems with the
language have progressively become more capable, and
more widely avalable for application on a broad range of
development hosts As at February 1991 there was a tota!
of 135 validated compilers’ for use with the Ada language,
covering a broad range of both host and target machines.
A number of these compilers are second or third
generation devalopments, and the efficiency of target
code produced is believed to be becoming very good
indeed. A wide range of other development tools are aiso
available to support the development of Ada based
systems. A signficant amount of demonstration and
development has taken place for real avionic applications,
including appiications having flight safety implications.
Offsetting any increase in code required to carry out a
particular function s the increase 1n the caoabilitres of
targot processors; there seems to be very little reason
today to oppose the use of Ada for the development of
systams on grounds of performance alone, for a broad
tange of avionic system functions

5.2 Ada 9x and the future

§2.1 Since the Ada 83 Standard was issued, there has
been a considerable progression in the capabilties of
computing systems appropriate to military applications.
There has also been a realisation from practical
experience that there were a number of aspects of the
onginal Standard tha were less than perfect. As a result
of these factors, the Ada 9x project was started, with the
intention of defining an updated Standard for applications
in the '90s and beyond. The project was intiated in
Octobar 1988, with an invitation to the public to submit
revision requests, and over 750 were subsequently
received. A number of meetings and workshops were also
initiated, to assist in the process of further refining and
prioritising user needs

5.2.2 The Requirements Definition Phase was completed
in December 1990, with the publication of the Ada 9x
Requirements Document®. |t appears that there is still
some way to go to the publication of the updated
Standard, and that 2 will also be some time after that
before the development tools are avaifable in order that
the Ada 9x Standard can be applied in real projects.

5.2.3 The overall goal has been to balance the necessary
changes for the languages’ growth in terms of applications
in the 1990s, with the need for stabil'ty in terms of
preserving the integrity of existing Ada software and
toois. Thus, upward compatibility has been a guideline
{but not a rule) for the activity; legal Ada 83 programs
should 1n general be fegal Ada 9x programs, and should
retain the same functional characteristics. There are
exceptions to this gwidsline, and it will be interesting to
see how much upward compatibilty Ada 9x eventually
allows.
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5.2 4 Upward compatibility is likely to be of significance in
avionic applications, where large amounts of specialist
software are required, often performing safety-related
real-time functions, Upward compatibility should ailow
significant amounts of software to be carried forward from
one project to the next; lack of it would require redesign
and comprehensive reverification at the changeover from
Ada £3 to Ada 9x, imposing a considerable cost burden on
that development project.

5.25 At a more detailed level, there are several aspects
identified in the Requirements Document that will be of
particular significance to the avionic field:

«  The nesd for the Ada 9x solution to accomodate both
parallei and distributed process.ng

1. Support for modern programming paradigms
m  Provision of facilities to support real-time appl'cations
v Requirements for safety-critical applications

6. AUTOMATED TOOLS, AND THE INTEGRATED
PROJECT SUPPORT ENVIRONMFENT

6 1 Automated Tools

Automated, integrated software tools are vital to the
achievement of the increased software productivity
needed to match the rapudly increasing size and
complexity of scftware-based avionic systems
Estimates today of realised productivity in the production
of software for avionic systems vary in the range 1000-
3000 lines of tully-tested code per man year In the
tuture, the total soltware load for an aircrait may amount
to more than the equivalent ot 40+ million lines of source
code. Maximum productivity will be essential in cfer to
contain development and support costs, ard will need to
be greatly improved over that typically acineved today if
the systems are to bs remain affordable. An objective
should be that each stage of the Ifecycle is supported by
a fully automated tool

6.2 The Integrated Project Support
Environment

621 Asthe complexity of avionic systems and their
softv/are increases, so there 1s a need for their
development ta be suppoited by more sophisticated tools
As the total amount of software content Increases, so the
number of people who nued to access these tools and the
design itself increases, as does the required productivity
of the software development process Hence, the need
for these tools to be interfaced together, and supported
by a system which allows access by a number of people at
the same time  The picture 1s further complicated by the
needs of internationai colfaboration on development
projects, leading to a possible need for access to be
spread over a wide geographical area The Integrated
Project Support Environment (IPSE) is the ultimate goal,
featuring an integrated set of tools providing complete
support for the design/development process, through the
in-service phase as well as during infial develupment (sse
Fig 75

6.2.2 Integration comes in two forms; information sharing
between devel.pment tools for analysis, specification,
design, coding, testing and integration; and information
management via canfiguration control, change control,
requir-rnents traceabllity, and project management
support

6.2.3 With the current generation of avionic system, the
Support Environment needs to feature a wide range of
tools, each phase of the life-cycle being supported by an
automated tool. Each tool has the facility to interface with '
others within the integrated toolset, supported by a

common data-base recording the design itself, its !
configuration and so on.

62.4 For the future generation of system, more advanced
tools, and more of them will be required, with perhaps the
facility to tackle safety-critical as well as mission-cntical
software. A highly complex, integrated toolset featuring a
common database and user interface will be necessary,
as will be the ability to provide very wide distnibuted
access

6 2.5 Major improvements to over ill productivities ar 3
required, perhaps by a tactor of twe or more. This is Iikely
to prove very demanding on the toi.l suppliers, but
software productivity 1s an area where such improvements
are needed if we are to assure that the costs of
developing systems for future apnlications are kept within
acceptable imits,

7. FORMAL MATHEMATICAL METHODS

7 1 As systems complexity increases, it becomas ever
more apparent that it i1s impossible to dynamically test
large programs to ensure their correctness. To obviate
this proble’.;, we need to ensure that the program is
correctly designed in the first place, and one of the
techniques promising to assist in the achievement of this
15 the formal mathematical specification of the
requirements for the software. This may appear at first to
considerably increase the effort required to produce the
specification Recent experniencas however indicate that
In certain circumstances this may be more than recovered
in the reduction of time and costs associated with the later
stages of coding, integration and test, as a result of a
considerable reduction in the number of errors carried
forward. The specification may be fermally proven, and
reliably demon .irated against the systsm requirement by
means of automated animation techniq’ s

7 2.1 The title ‘Formal Method’ 1s commonly used to
describe a number of aspects of the same idea. The more
correct title 1s ‘Formal Mathematical Method'. The three
fundameantal features of a Formal Method are.

A mathematically formal notation
A mathematically formal development process
A mathematically formal means of proof

7.2 2 The mathematically formal notation allows the
unambiguous statement of software specificaiions; these
may then be transformed by a mathematically formal
development process into programming languages; these
transformations may then ke proven to be mathematically
correct via .ne formal maans of proof

7.2 3 The following example tustrates how a Formal
Method could be applied in a practical project.

1 The User Requirement for the system is first set down.
Ttus would often be expressed in an informau (1.e not
mathematically precise) way, often using conventional
larguage such as english. Because of the lack of
precision in an, commonly used language, the
Requirement will certainly have many inconsistencies,
orrors and onissions. cven if the drafter managed to set
down a correct statement of what he thought was needed

1
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(1.e there were no errors In the racord of what he wanted,
based upon his understanding of the words he used),
there 1s still a certamnty that his understanding of the
words and the use of words would not be precisely the
same as someone elsa reading and interpreting the
spucification.

1 The User Requirement is translated into a Formal
Specification This I1s a mathematical object, and # can be
precisely shown that properties hoid in this specification
The properties ot this document can be compared with the
desired behaviour, as part of the process of verifying that
the properties do exist correctly in the specification.

This comparison may also be used to refine further
understanding of what properties are actually required,
leadinq to modification of both the User Requirement and
the Formal Specification  With some specifications an
animation process may be applied, where the spec is
‘brought to life’ via a simulation process, su~h that the
behaviour of the system described in the specification
can be physically examined and exercised This then
allows iterations to take place, drawing out what the user
really wants from what he onginally said he wanted

u.. The verified Formal Specification may then be refined
Into a more detailed, lower leva! specuication  This may
be repeated a number of times, specifying successively
tower levals of detail, which is then ventied and
documented The process is ideally repeated until the
lowest-le . el specifications can be the subject of direct
transiation, item for item, into programming language
statements At each successive stage of the refinement
process, the output s recorded in a mathematically
precise and proveable form

7.2.4 Thers are currently serious imitations to the
apphicaton of Formal Methods. They do not address
considerations such as timing or accuracy, and are
currently only practicable for relatively small systems (of
the order of 10-50,000 lines of source code) There has
been Ittle real standardisation so far in terms of language
constructions, fanguages such as Z and VDM stil' to some
extent being in the research field. The methods are
aifficult to understand, and there is consequently a
difficulty with validation. Tool support is still in its infancy.
However, further development of tools into really practical
engineering standards seems likely, as a result of moves
in both the UK ang internationally tc encourage their use
at least for safety crtical softwere. The fundamental logic
that the computer, a mathemat, .al machine, should be
programmed using mathersaucally traceable and
proveable techniques cannot be esily dismissed. There
is still some way 1o go bsfore they will be a practical tool
for the sort of avionic systems under consideration today,
but there seems a strong possibility that they will be seen
as essential sooner or later  Even if the full application of
formal metheds to large systems is still some way oft,
there are still considerable benefits to be had from the
application of a notation alone

8. AUTOMATED STATIC CODE ANALYSIS

81 Static Code Analysis is defined as the process of
examining the behaviour of software without ruaning the
software on a computar It seams fikely that it will have an
important role to play in the near future in the ccst
effective development uf software, as part of the process
of "design-right' rather than test-nght'. The tools currently
availabie wera originally developed for uge in the fields of
secure and safety critical software, but are inherently
suited to any application where the development of
correct software is a necessity. Much work has been
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carnied out in recent years in the UK .n the development of
two particular semi-automatic tools, MALPAS (MALvern
Program Analysis Suite), and SPADE (Southampton
Program Analysis and Development Environment). Both
tools automate the process of static code analysis, which
previously had only been possible using largely manual
low-integrity techniques such as code reviews,
walkthroughs, etc. The tools pu. the process onto a
sound mathematical basis, which lends itself to
automation, and therefore potentially makes them a
practical proposition when considering the development of
relatively large systems.

8.2 In broad terms, the tools first carry out a number of
standardised checks using computer analysers (see Fig
8):

i Control Flow Analysis, where the analyser
examines the program structure to identify all possibie
starts and ends, unreachable code, black holes, and the
location of entry and exit points of loops

i Data Use Analysis, where the analyser checks that
all inputs and outputs of the program are identifted, and
that the data 1s used correctly e.g data is not read before
it is written, or 15 not written more than once befoia 1t is
read

m Information Flow Analysis, where the inputs on
which each output depends are identified

v. Semantic Analysis, where the relationship between
inputs and outputs is determined This is a very powerful
pait of the process, and allows the program to be
compared directly with its spectfication. This can be
further aided by the use of a Compliance Analyser, which
allows iis process to be carried out automatically

33 The principal henefit of the tools 1s the assistance in
the inttial design of software, At this stage, the tools can
be used to provide an immediate check on how the
software meets the requirements, helping to reduce the
number of errors carried forward.

9 DOCUMENTATION

91 Adequate and timely documentation is vital to the
development organisation, as wel as to the certifying and
accepting agencies. Of critical importance 1s early
discussion and agreement of precisely what
documentation tha customer and his agencies require of
the contractor. Not only ts a record needed of the
deliverable design, but often a full record of how that
design was arrived at.

9.2 The criticality of the documentation produced
recording tha development process and the design of the
software as it progresses through this is clear: No amount
of testing of the finat system will give anything ike
assuiance that the complex software progrars in any
practical avionic system of today or the future is 100%
fault free, that it fully meets the requirements of the
specification, and only those requirements. Therefore, we
must depend to a farge extant upon the software having
been ‘designed-right' 1o mest the specification in the first
place.

93 A basic requirement is *herefore that designers must
take a discipiined approach to the development of the
system. From requirements defintion, through design,
code and integration, to final testing, there must be a
properly structurod and recoided process of
documentation and reviuw (s.n Fig 9).
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9.4 This I1s a common tequirement in both civil and miltary
avionic applications, and is particularly critical for avionic
systems having flight safety n.plications It should be
noted that there is considerable common ground between
the documentation requirements of the principal miltary
standard DOD-STD-2167A and the civil document RTCA
(Radio Technical Commission for Aeronautics)/DO-178A
‘Software Considerations in Airborne Systems and
Equipment Cerfication® There is also a continuing need
for refinement of these requirements, in line with the
advancement of technology.

10 SYSTEM SAFETY IMPLICATIONS

10 1 The increasing complexity of software based avionic
systems brings with it a concurrent increase in the amount
of software that has a direct bearing upon the integrity of
the arcraft. It is extremely difficult to prove that the
sofiware for practical systems 1s 100% corract, and the
problems that result are becoming increasingly

significant Techniques that ensure that software 1s
correct to the hmits of the 'State of the Art' need to go
hand-in-hand with adequate protection at system level
from the effects of any remaining bugs in the software

10.2 The dasign aim must always be the ultimate
certification of the system. Target integrities for sub-
system components depend upon a number of factors, of
pnincipal importance being the overali requirad integnity of
the awcraft as a complete system. It is essential that the
software contribution to system integrity 1s quantified as
far as possible from the earliest stages of a development
project (principally by a process of hazard analysis); this
1s 1n order that an assessrient can be made as to whether
or not the design will be viable, and so that levels of
ventication and validation can be determined prior to the
proces ; of software design

10.3 In1he UK, the potential problemis have been
recogniced for many years We have for some time been
successfully applying the requirements of the civil
aviation document RTCA/DO-178A to military avionic
software having flight safety implications. This document
1s currently being revised by RTCA, reflecting the
considerable advance in technology that has occurred
since it was published in 1985

10.4 The requircments of RTCA/DO-178A have been
called up in shghtly modified form in a UK interim Defence
Standard 10-31 ‘The Development of Safety Critical
Software for Airborne Systems'?, published in 1987
Howaevaer, the range and complexity of functions controlled
by embedded computer systems in aircraft is expanding
rapidly, providing ever more numerous and more subtle
opportunities for errors in software design These
problems are not solely confined to aircraft systems; it
has been determined in the UK that the current approach
to the development of such systems, which 1s based upon
system testing and oversight of the design process will, in
the long-term, bacome cumbersome and inefficient for the
assurance of safety

10.5 This realisation has led to the recent publication of
two Tri-Service Interim Defence Standards that will have
major impiications on the way tnat future systems are
designed and buill. Int Def Stan 00-55 'The Procurement
of Safety Critical Softwara in Defence Equipment'??,
together with an associated Int Def Stan 00-56 ‘Hazard
Analysis and Safety Classdication of the Computer and
Programmable Electronic System Elements of Defence
Equipment!2 introduce a number of new requirements, the
most important of which are briefly listed below:

i.  All systems (from the highest level down to the lowest
sub-system) to be thoroughly analysed for the existence
of safety critical hazards, from the outset of the project
lifecycle

u  Safety Planning as a distinct activity to be carried out
from the earliest stages of a project

m. Formal Mathematical Methods to be applied
throughout the software requirements dsfinition and
design process

v. Defensive programming techniques o be apphed
v The application of automated static code analysis

vi. The formahisation of responsibilities in the project
organisations (Procurement Project Manager, Design
Authority, etc), together with a requirement for formally
independent groups to carry out verffication of the
software, and assessment of the work of the Design
Authority

vii. A comprehensive documentation programme, not
only recording the design and its development process,
but also how safety aspects had been analysed and
controlled

11. SUPPORTABILITY, AND THE ROLE OF
SUPPORTABILITY ANALYSIS

11.1 Life Cycle Costs (1 e the overall cost of ownership}
are an increasingly important design driver in the
development of military avionic systems. in-service
support costs form a major (perhaps the major)
component of this, and therefore refinement and even
optimisation of the design to minimise these 1s an
important consideration. Logistics Support Analysis has
been available for some time (e g MIL-STD-1388-1A
‘Military Standard - Logistic Support Analysis’'3), as a
system-wide technique, with the aim of optimising the
design to meet the needs of in-service support, and
dentifying the most cost-efficient support option for each
component of the system (in tarms of who should be
carrying out the work, faciities, manpower, etc). The
increasing software component in systems means that
particular attention is needed to this component area,
night through from concepts to detail design, due to the
great effect upon supportability that software features
can have new standards are likely to emerge for the
prediction of the support requirements, focussing on the
naed for rational, structured examination of the software
requirements

112 The in-service software maintenance task consists
of several components

1. Correcting design faults. These include both faults in
the softwere compared to its specification, as well as
errors In the original specification itself Many faults in
software pased systems can be traced back to ar
incomplete, imprecisa, or incorrect description of
requirements. Correcting faults onc? a system has gone
1o service is the hardest and mos* expensive option,
and every ettort should be made to minimise these

1. Incorporating minor modiications, to meet new
operational requirements, or existing requiraments that
were not fully understood when the original speci ation
was produced

11.3 The Supportability Analysis for Software {SAS)
process should be continuous, and should run in paralle!
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with and throughout the life cycle of the subject system
ldeally, it should commence prior to the point in time where
the need for software has been identified and software
requirements analysss is about to start - much of the data
needed to start the analysis 1s available before this,
perhaps even as early as during inttial feasibility studies.
The process ci.n be broken down into four phasas (see Fig
10).

1 Inital

1 Prebhminary

m.  Detailed

v Update/Tracking

11 4 At each phase, analyses may be carned out that can
be grouped under the following headings.

1 Software ldentification and Categornsation
it Software Support Anclysis

i Software Supportability

v Software Support Concept Analysis

11.5 Outputs from these analyses should take the form of
a number of standard format reports, which can then be
used as a basis for design refins nent, as well as to plan
for the n-service support phase

11 6 Ore of the important factors in constdering
supportability needs 1s the rate of change traffic that is
likely, enther to correct faults or to meet new or unforseen
requirements Unfortunately, it 1s most difficult to predict
this duning the early stages of design, and there are
currently no known validated models that provide
prediction of this. Further developments here are likely to
be of importance

117 The SAS process undoubtedly mvolves up-stream
expenditure in order to generate down-stream benefits
and cost savings. Looking at current and past
programmes over a broad range of applications, between
50% and 70% of the overall cost of the software life-cycle
has been consumed by the maintenance phase, when
considering a 10-year sarvice life. Given the likely
service hfe of many military avionic systems (perhaps 20
years or more), the likely benef.is for optimisation of the
design and forward planning of support requirements are
not to b2 iynored

12 THE EVOLUTION OF STANDARDS

12 1 The rapidly evolving technology In the field of
software engineering brings with it a parallel need for
avolution of the Standards that prescribe design and
development requirements  Important new techniques
such as automated venfication and validation tools,
formal mathematical methods, etc must be taken account
of, following adequate research and demonstration.

12 2 However, care 1s needed in the Standards
generation process not to be over-grescriptive in how a
deliverable product 1s achieved There should rather be
concentration on the essential qualties of the product,
and avoidance of the specification or discouragement of
the use of particular software development tools,
methods, fechniques, etc  An mportant component 1s the
specification of the vital qualities required in whatever
processes are selecied by a development organisation,
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and what information 1s required to suppori acc

a system as suitable for its intended purpose As much
scope as possible should be left to the development
organisation to select the methods, techniques, tools, etc
that best suit its particular needs.

13. MODULAR AVIONICS
131 Present-Day Federated Architectures

1311 Current LRU (Line Replaceable Unit) based
‘federated’ avionic architectures (see Fig 11) consist of a
number of separate subsystems Each subsystem
performs a defined set of processing functions, as and
when required, and does not have the capability to carry
out new functions as a result of changing circumstances
e y damage to a subsystem requiring some or all of its
processing functions to b transferred to some other
subsystem.

13.1.2 Subsystems are connected together, either by
hardwire connections, or by one or more standard
databuses. The number of physical interfaces of any one
subsystem with other subsystams is kept to a mintmum,
for a variety or reasons, including rehiability of connectors,
physical space and weight, etc.

13.1.3 Each subsystem may have great internal
complexity within its LRUs, containing a number of
processors, sensor Interfaces, power supplies and so on
However, these structures are nvisible to the other
subsystems with which it operates. lts operation within
the avionic system is determined by the characteristics of
the messages 1t can send or receive via its interfaces

13 1 4 The architectural design of this system Is
functional based. Individual physical components with
defined functions, operating together but in a ‘loose-
coupled’ way, provide the total functionality required
There I1s generally great diversity in the range of
component enciosures within one aircralts’ avionic
systems, and between different aircraft types

132 The Modular Solution

13.2.1 The core concept (see Fig 12) 1s that a processing
system built from a range of standardised modular
components, or LRMs (Line Replaceable Modules), would
form the core avionic architecturs, in which many of the
processing functions e.g navigation, communications,
weapons control, displays, etc would reside  These
processing functions in the present-day federated
architectures would have recided in the discrete LRU
enclosures peculiar to the particular function.

1322 Fundamental features of the core architecture are
that it is built from a hmited range of standardised LRMs
providing processor, memory, data bus, etc functions, the
system may be expanded, reduced or reconfigured to
meet a number of mission requirements in different aircraft
types; reconfiguration may indeed te an active feature of
the system, to protect against component fatlures and
battle damage, greatly increasing the avarlability of the
system The systam will be configured by <oftware into 2
functioning entity, and the useful functions of the system
1 @ the operations on inputs to produce required outputs
wili be software driven.

13.2 " The software problem that this presents poses a
major step forward in terms of complexity for avionics, and
will require the development of a highly capable Real-Time
Operating System to handle the configuration of the
hardware components, to provide the distribution of tasks
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around the network, and to provide the
reconfiguration/fauit tolerance features needed. Existing,
commercial systems may offer some scope to act as a
starting point for the development of such a system
(althnugh this seems unlikely). A considerable amount of
atfort and expenditure will be needed to make the
Operating System a working reality in the avionic
environment

13 3 Principal Impacts of Modular Avlonics on
Software Deasign

1331 The definition of an optimised modular avionic
architecture and its associated software component is a
major task, currently the subject of a number of national
and international inttiatives. It would be inappropriate
therefore at this present time to speculate in great dstail
about the final form of such a system lt 1s also beyond
the scope of this paper to discuss the system engineerning
and hardware related considerations, such as the
optimum range and capabilties for the LRM types; ways of
connecting LRMs togsether, the overall architectural
concepts for the assembly of the variety of LRMs together
to build a practical system; and so on. There are however
a number of general considerations relating to the
software component, that may be usefully highlighted:

1 With federated LRU-based systems, the wide range of
processors and software programming methods available
leads to 2 strong tendency for components that are
considered optimum for particular applications to be used
The result 1s a number of different processors and
programming methods are used in the subsystems that
make up the complete avionics sute  This plurality leads
to high costs of system maintenance when the systam is
in service, because of the wide range of hardware and
software support, spare parts and maintenance personnat
needed Modular LRM-based architectures offer the
potential to minimise this component of Life Cycle Costs,
because of the ability to standardise on many if not all of
the software components, as well as the development and
support environments (facilities, software tools,
personnel, efc).

il. Functions may not need to be uniquely assigned to
particular processors or groups of processors, making
redundant the concept of subsystems each with a defined
set of functions, The mouular architecture could, n
effect, form a single computing system built from a
number of identifiable module components. Allthe
processing functions would reside within this system, and
thie processing would be a function of the whole system
rather thar: of particular modules.

m Existing federated LRU-based systems can suffer from
restricted availability The rehabilty of individual LRUs
within the system may be very high in terms of fanures per
flying hour, but the overali probability for the aircraft
system of loss of one or more functions may be
unacceptably high when taking the overall system
complexity into account. This situation may be improved
to some extent by incorporating redundant processing
into individual subsystems, but this carries significant
weight volume, and cost penalties which may be as
unacceptable as the problem they are trying to solve

The modular LRM-based architecture offers the potential
ability to provide fault tolerance efficiently The
architecture would be able to continue operation even :f
one or several of the inodular components had falled. If
sufficient spare capacity has been built into the system,
and there is the facilty to configure the functions 1nto the
reduced system available, full system functionality can be

mamtained. The impact on the software design would be
that very capable Built In Test (BIT) functions would be
needed to detect that components of the system nad
failed, and to dtagnose them correctly; reconfiguration
software would be needed to allcw processing to continue
to meet the full system requirements with the reduced
hardware then available. This reconfiguration must be
carried out dynamically, during a mission, with minimal
effact upon the other functions handled by the system
Note that this fault tolerance s in fact a function of the
system design (aithough implemented in the software)
rather than dua to inherent fauit tolerance in the software,
It seems unlikely in the foreseeable future that inherently
fault-tolerant software will have any practical impact upon
the design of such systems

13.4 Software Philosophy for the Modular
System

13.4.1 There is a range of top-level concepts that could
be applied, including:

1. A single program for the entire systam. All the system
functions would then be designed in without regard for the
way in which functions would be distributed around the
system. This step would be accomplished automatically,
perhaps as a function of the development system, or
perhaps as a capability of the Real-Time Operating
System.

11 One program per node. Functions are distributed during
development to processing nodes within the architecture,
perhaps consisting of a number of closely coupled
processors This greatly simphfies the problem of the
sofiware needed to distribute functions around the
system, but may serously reduce the ability to
reconfigure the system whilst in operation

w One program per processor. A sim, ler solution again;
existing prograimming languages such as Ada may be
used to develop the programs for each particular
processor, which ara compiled, linked, and lcaded
conventionally, to provide a defined set of functions
Howaever, this solution restricts the ability to reconfigure
the system to meet new situations such as the loss of
certain modules. Any reconfiguration options would have
to be programmed into the system along with the
functional software.

The higher the leve! of the task distribution process, the
mare complex becomes the development system and the
resident Operating System, and hence the cost of those
features Increased automation of the software
generation process may lead to reduced direct costs for
the developmant of the target software, but again
increased cost of the software development system. The
lower the levei of distribution, the more rastricted
becomes the possible scope of recanfiguration software
Clearly, a trade-off between a number of such factors 1s
required in ordar to determine the optimum solution i
terms of overall Life-Cycle Costs.

13.4 2 The primary objective of the modular solution is to
reduce Life Cycle Cosls, compared to those associated
with federated LRU-based systems. A major component
cf these costs is in software maintenance. A key factor in
the cost-saving strategy is therefore likely to be a rigid,
modular, and multlayar software architecture; this is in
order that modifications and updates can be undertaken
on parts of the system, without the need for extensive
redesign of other parts (see Fig 13).
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13.4 3 In broad terms, there are likely to be two principal
‘layers’ of software in the system:

t Real-Time Operating System Software - all
software within the system that 1s independant of the
particular application. The Operating System in effect
configures the hardware Into a functioning processing
system, and supports the operation of the application-
specific software, Sub-levels of the Operating System
may Iinclude:

Board Specific Software, the lowest level, specific to the
particular processing boards used in the system,
interfacing between the bare hardware and the Kernel

Kernel; components of the Operating System that reside
on every processing node in the architecture

Operating System Support; components of the Operating
System that reside on only certain processing elements

i Application Software - Software specific to the
particular mission functions that the avionic system i1s
required to provide to the aircraft Sub-levels of the
Application Software may include*

Application Software Support; software that supports
operation of the applications, but which does not relate
directly 1o specific mission functions

Applications, software that performs the specific mission
functions 1 @ that provides the mission algorithms

13 4.4 The Real-Time Operating System will need to
provide effective partitioning of software of d.tferent
safety criticalities  This may only be practically
achievable by isolating flight critical functions to a
particular area of the architecture, with high integrity
control of data entering or leaving that area. A related
problem s the control of secure (1 e classified) data.

1345 The Real-Time Operating System should provide
the capabilty for addiional or updated Application

Soft sare components to be 1dded to an existing system,
without the need for large parts or even the entire system
to be rebuilt

13.4.6 Highly capable BIT (Built In Test) functions will be
an important component of the Real-Time Operating
Systam This will need to provide diagnosis down to at
least LAM level, and probably to functional elements of an
LRM where approprate Full logging of fault events will
also be required to assist in future maintenance Principal
areas for BIT include

Data validation
Hardware
Software
Communications

The software will need to adapt the system configuration
1n the event of events such as LRM fasilure or battle
damage It alse needs to provide controlied degradation
in situations where insufficient processing resources are
available to support the entire application functions
demanded,

13 4.7 The Real-Time Operating System will need to
provide adequate safeguards to prevent events such as
illegal accessing or modification of data in memory by
faulty software modules The integrity and reliability of the
system will be particularly dependant upon the software
that controls reconfiguration and fault-tolerance

13.4.8 As far as possible, the Application Software
should be independant of the particular architecturaes
defined for individual aircraft types and/or applications
This is to promota the reusability of these software
components across a range of aircraft types, and should
be achievable by effective layering of the software
system, Application Software being isolated from the
Real-Time Operating System by some sori of abstract
interface.

13.5 Risks

The success of the modular system will be heavily
dependant upon the practical realisation of a very
complex, distributed Real-Time Op.rating System, and
this must be considered the principal risk area In terms
of magnitude of code the Operating System will be
equivalent to several million lines of source code, and the
development cost will form a considerable proportion of
the total integrated system development cost.
Summarising, the leading functions of the Real-Time
Operating System will probably include exercise of overall
system control in this highly distributed processing
environment, allocation of processing resources to the
Applications Software, and contro! of the reconfiguration
of the system as made necessary by failure of component
modules whilst in use.

14 REUSABILITY

14,1 The move towards modular architectures will greatly
increase the scope for reusabulity of software
components. The use of common hardware modules
across a range of aircraft types has largely been the
focus of attentiort in the activities investigating modutar
avionics thus far, but it is perhaps in the software that the
greatest scope exists for the reduction in Life Cycle Costs
demanded

14.2 The major source of commonality is likely to be the
Real-Time Operating System At the highest level of
abstraction, this has the function of configuring the set of
hardware modules into an integrated system, and of
providing support for the Applications Software that
implements the required system functionality. It is
therefore likely 1o be applicable 1o all systems making use
of the common modules, and may be considered as a
reuseable component in itseif

14 3 At lower levels, there is also scope for reuse of
components of Applications Software from one systam 1o
another.

14.4 A potential difficulty however is in the design liability
for defective operation. Cost savings in the reuse of
software components across a number of manufacturers
for different applications are dependant to some extent
upon the ability to rely upon verification and validation
work already carned out by the original design company.
Howaver, it would appear that even If a complete rerun of
the V & V activities s considered necessary for each new
application, there would still be worthwhile cost-savings.
This s as a result of the lach of a need to rerun the desigin
process from scratch

145 increasingly, commercial software systems are
incorporating features which are common to the needs of
avionic systems, at the system engineering level.
Operating systems for distributed processing
architectures are already in use for specialist commerciat
computing applications, and the adoption of Ada for the
design of commercial systems is likely to further enhance
the potential for commonality.

R E LT PR P

5




6-1¢

15 KEY SOFTWARE TECHNOLOGY ASPECTS
FOR THE FUTURE

15 1t In conclusion, the key technology aspects for the
future of avionic software engineering may be summarised
as.

1 A need to refine continuously hife-cycle models for the
development process, in line with advancing technology.
Models to be backed up by the necessary procedures,
documentation programmes etc

A need for more capable requirements definition
techniques, capable of handling the very great complexity
likely in the next gensration of aircraft systems
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COMMON AVIONICS BASELINE !
THE PRODUCT OF : ‘
THE JOINT INTEGRATED AVIONICS WORKING GROUP

by

Christopher L. Blake ' 1

ASD/YFEA

WPAFB, OH 45433
USA

INTRODUC1ION

Because of the rising costs associated with the
development and production of aviation electronics (avionics)
there is increasing interest in opportunities to more effectively
use the United States defense dollars spent on the development
and procurement of avionics. Over the last several years,
efforts to control the proliferation of a\:~mics have yielded
some promusing results by simply expanding the application of
avionics equipment to more than one aircraft. It is widely
postulated that a key to conserving defense dollars may be
through broader avionics commonality applications. More
recently, evolution of integrated architecture along with
sigmficant advances in technology 1n processing and storage
capacity have resulted in a clear opportunity to develop an
avionics architecture and a series of avionics building blocks
(common standard modules) that may be used in a wide variety
of apphications, both within a weapon system and between
weapcns systems. With careful attention to designs which
permut growth and technology nsertion, this concept could
support weapons systems now and for many years into the
future. This is the challenge the United States Congress gave
to the U S. Army, Air Force and Navy over four years ago and
has been the objective of the Joint Integrated Avionics
Working Group (JIAWG) since 1ts inception. This paper will
present the efforts of the three services to develop a Common
Avionics Baseline (CAB), the primary product of the JIAWG.

Today the Common Avionics Baseline is a preliminary
set of functional performance specifications for development
tools, draft architectures, multiplex busses, common modules
and support requirements. ‘These specifications form the basis
for a dramatic step toward offering the United States
Department of Defense an avionics capability which, with
some application specific adjustments, could serve the needs of
a wide vanety of users well into the future. At this writing, the
Common Avionics Baseline is evolving and maturing. As will
be discussed, we have actually built prototypes of various
hardware and software picces that will eventually become the
validated Common Avionics Baseline. However, due to the
complexities of competitive procurement, the wide ranging
application dependent performance requirements imposed on
these products, and the lengthy process available to produce
hardware and software, considerable effort remains before
success will be declared. The path to a preliminary CAB has
been paved with obstacles ranging from the complexities of
completing input/output definitions for a common data
processor and the impacts of nuclear Transient Radiation
Effects on Electronics (TREE) hardening of the entire
Common Aviomics Baseline suite, to dealing the proprietary
rights of the design of several critical potential common
standard processing modules. As will be described, we are
presented with an opportunity to eventually realize success in
the form of a proven implementation of a Common Avionics
Baseline Figure 1 is a generic representation of one possible
implementation of the CAB to produce an integrated avionics
capability. The opportunity to create this capability is the
direct result of the efforts of the JIAWG.

WHY BUILD A CAB

As mentioned earlier, the motivation behind this effort
was a recognized need to manage the Defense Budget, in this
case by controlling *he proliferation of avionics, as rightfully
perceived by the United States Congress. As can be seen in
Figure 2, the cost of avionics for our newer aircraft has become .
an increasingly larger part of the procurement and fly-away :
cost of new weapon systems, The commonly held view is that
there are economic advar’~zes in the improved reliability, .
supportability and 1nteroperability inherent in the new :
technology available for common avionics, which if achieved :
can attain the required performance capabilities needed by the
implementing weapon systems while offering the potential for
substantially reduced avionics cost.

Several years ago, the results of a wide variety of
technology based programs targeted to support the next
generation of avionics were beginning to demonstrate
remarkable advances in processing capabilities using
architectural structures compatible with fault tolerant,
reconfigurable, multi-application features. Programs such as
PAVE PILLAR (focused on advanced architectural concepts),
Integrated Communication Navigation Identification Avionics
(ICNIA - directed at integration of communication, radio
navigauon, identification, Joint Tacthcal Information
Distribution System (JTIDS), Global Positioning System
(GPS), Instrument Landing System (ILS), Microwave Landing
System (MLS), etc., in a common architecture), Integrated
Electronic Warfare System (INEWS - integrating electronic
combat functions in a common architecture) and DOD VHSIC
wsertion, all Air Force technology base efforts, were
established to individually address growth and enhancement to
more relizble specific avionics functions. As word of
successes in advancing the avionics state-of-the-art spread, an
exaggerated view of the maturity of these discrete technologies
emerged. In this case, the exaggeration was good fortune
because 1t added significantly to the empetise to consider the
application of an aggressive integrated avionics capability on
the next aircraft to be built by one of the services.

Although no demonstration of a full, integrated
avionics suite embodying the capabilities of the evolving
technology base has been accomplished, a series of windows of
opportunity are available in the form of the concurrent
developments of the Army Light Helicopter (LH), the Air
Force Advanced Tactical Fighter (ATF), and the Navy A-12 :
(the A-6 replacement), ser  Figure 3. (At the time this paper
was written, the future of the A-12 program and the Navy's
specific role in JJAWG and the CAB was uncertain. For that
reason, the paper addresses the planned efforts as they exist
unadjusted by evolving events affecting the A-12 program).
Each of these aircraft were considered prime targets for the
application of an integrated avionics capability. Clearly the
development of thre > separate avionics suites for these three
weapon systems would continue the avionics proliferation of
concem to those who manage the defense budget. Based on
both the technical and program opportunities, the decision to
pursue a common avionics capability applicable in the broadest
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sense to all three new aircraft was inevitable. The fundamental
obstacle was how to merge the efforts of the three services
with sufficient simulation to produce the desired result.

THE FORMATION OF THE JIAWG

As a result of Office of Secretary of Defense (OSD)
and Congressional reaction to the potential for avionics cost
control available from advances in reliability and
supportability directly available from common integrated
dzgital modular avionics, in October 1986, the FY 87 DOD
Appropriation Act Conference Report No. 99-1005 was issued.
‘This report required the U.S. Army, Arr Force and Navy to
"prepare a joint plan for the inclusion of fully intcgratcd,
digital aviomcs, communications, sensors, embedded
communications security, and other electronics on all aircraft
under development.” In response, the Assistant Secretary of
Defense for Command, Control, Communication and
Intelligence directed the Air Force to, in coordination with the
Army and Navy, prepare a joint plan to meet the intent of the
direction contained in the Congressional Appropriation Act.
The immediate result of this direction was the tri-service
formatton of the Joint Integrated Avionics Working Group, the
JIAWG.

Some of the ground rules imposed during the
formulation of the JIAWG were to exploit the windows of
opportunity created by the coincidental timing of the LH, ATF
and A-12 programs; to recognize and accommodate the
competitive nature of these three focus programs and the
constraints of competition on the contractors involved; to deal
with the highest levels of classification imposed by these three
highly classified programs; to be prepared to work under the
almost constant scrutiny of the Office of the Secretary of
Defense and Congress to show steady progress; and to balance
the desire for maximum long term savings from avionics
commonality with the reality of short term cost, weight, and
performance impacts to individual weapon systems which
mught use common avionics.

Of these constraints, the most difficult was dealing with
competitive sensitivity. It has been essential that the
contractors executing the weapon system programs be fully
nvolved in defining JJAWG baseline requirements, A
successful CAB definition requires that multiple design
concepts created in a competitive environment be minimized to
allow closure on a single common requirements baseline.
However, to preserve opportunity of each participant to
implement his preferred advanced design, ail competitive
sensitivities were scrupulously honored when encountered.

The contractors involved in the TAWG have devoted
substantial engineering effort to the refinement of CAR
requirements through analy«is and debate among themselves of
the underlying technical issues. In order for this process to
work, full and open knowledge of the evolving CAB has been
the key. Any future success of the JIJAWG CAB can be
attributed to the willingness of our contractors to lay aside
many of their competitive constraints for the good of the
process. A successful leadership role in this effort could
present the ATF and LH contractors follow-on business
opportunities in both the military and commercial markets.

With these groundrules, the ieadership of the LH, ATF
and A-12 programs created the JIAWG under a tri-service
coordinated charter and published a Joint Integrated Avionics
Plan (JIAP). The JIAP was first published in March 1987, and
then updated in March 1989, both times under the signatures of
all three services' acquisition executives. The JIAP is a three
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part document presenting: background describing the
motivations leading to the JIAWG, as discussed above; a
description of the organization called JIAWG, which follows;
and information on joint avionics development activities
(opportunities for common avionics in the three target
programs, the ATF, the LH and the A-12), discussed later.
The JIAP is the implementation plan for the JIAWG which,
along with the JIAWG charter, generally establishes direction
and guidance for the group.

Formed in 1987, the JJAWG has been focused on
matters concerning system level avionics architecture and
module commonality associated with the target apphcations of
the CAB, the LH, ATF and A-12 (A-12 avionics upgrade
program). Those charged with planning the initiation,
maturation and implementation of the Common Avionics
Baseline have continually pursued the broadest most robust
definition of performance requirements essential to satisfying
the operational needs of the three target programs.

The significance given the JJAWG efforts by senior
DOD representatives is reflected in the formal organization of
the group. The JIAWG is organized to respond directly to the
three Service Acquisition Executives through the affiliated
Program Executive Officers (PEO). The Service Acquisition
Executives are responsible to the service secretaries to establish
acquisition policy and to at.ure weapon system development
within the guidelines set forth by OSD and Congress, for their
programs. The PEQ is the single authority between the
individual Program Directors and the Acquisition Executive
providing development guidance and management overview.
Figure 4 shows the relationship of the JIAWG to the formal
service acquisition channels. Although the Service Acquisition
Executives are effectively the final decision makers, JIAWG
issues are routinely resolved at lower levels of the
organization, prectuding the need to directly involve these
senior representatives except for the most significant of
politically sensitive issues. Their role is predominantly
coordination and authorization to implement decisions that
may have substantial program implications. Much the same is
true of the PEO Executive Committee.

The Joint Programs Managers Group (JPMG),
composed of the Directors of the three aiscraft programs,
provides specific program related guidance to the JIAWG and
reports directly to the PEO Executive Committee. Al issues
impacting performance, cost or schedule are addressed by the
JPMG. The JPMG scts JIAWG operating pohicies and
considers all recommendations for implementation of the CAB
which have significant cost impacts. The JPMG is supported
by the Industry Executive Council, comprised of corporate
executives who have multiple program oversight and are
directly associated with top level business management of the
LH, ATF or A-12. The Industry Executive Council has been
instrunental in opening competition sensitive doors and in
assuring ready access to essential performance paraineters.

The Steering Committee, made up of program deputy
directors, is responsible for dispute resolution and tri-service
coordination of JIAWG Task Group recommendations. An
Industry Advisory Group, made up of senior avionics
contractor engineering representatives involved in the three
weapon system programs, provides definitive corporate
positions in dispute resolution and coordination ensuring
contractor tnvolvement in JIAWG decisions. Issues involving
proprietary restrictions and competition sensitivities as well as
basic performance capabilities are a primary focus of these
groups
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The System Integration Committee (SIC) is the
worlang level government and industry group responsible for
tb- efforts of developing alternatives for an Advanced
A..onics Architecture (A%), and the many varied common
module candidates to be implemented and used by the three
programs as a Common Avionics Baseline. In the Air Force,
the effons of the JJAWG, at and below the SIC, have been
principally the responsibility of the former ATF Avionics
Director, Col Mike Borky, until recently the Air Force System
Integration Committee representative. Much of the JIAWG
success to date has been attributed to the inspired and
insightful leadership of Col Borky. More will be said of the
JIAWG organization Task Groups 1n the section on the CAB
Development Process.

THE CAB ARCHITECTURE

The Common Avionics Baseline 1s much more than the
listmg of specifications for development of tools, architecture
and modules, seen in Figure 5. In order for the JIAWG
structure of the Common Avionics Baseline to work, the basic
infrastructure of a "genenc" architecture must first be in place.
This architecture is defined in the advanced avionics
architecture (A3) standard in terms of physical and electrical
characteristics such as package form factor, connector(s), and
power supply voltages; environmental requirements such as
temperature, vibration, and corrosion atmospheres; interfaces,
especially backplane and inter-rack bus protocols; software
engineering standards and common software tools; and overal}
requirements for seliability, maintainability, and supportability
(RM&S). The basic configuration units of the CAB are the
haidware line replaceable modules (LRM:s), generally
packaged in a modified Sfandard Electronic Module - Format
E (SEM-E) and reusable software packages written in Ada.
Individual common item specifications and standards
incorporate the appropriate performance, timing, functional
and other parameters needed to complete the definition, The
CAB is fundamentally a collection of capabilities which when
arranged, adjusted and properly matched to the application,
will serve as the processing and, potentially in the future, the

Isvsrem INTEGRATION COMMITTEE ]—— SYSTEM
CONTRACTORS
&
INPUSTRY ”l TASK GROUPS: CORE, MISSION, SUBS
ksmsc.nn:sups OETWARE & SUPPORTABILIT) y

sensing elements of an advanced avionics suite  Figure 6
offers a general structure, or orientation, of the CAB elements
to achieve an integrated system  The data and signal
processing capabilities to support radar, electronic combat,
communication/navigation/ identification, control and display,
stores management, general processing, etc., will all be
available within the current CAB in the form of common data
and signal processor modules, memory modules, miterface
modules, and power supplies modules, ctc.

The foundation of the CAB is the advanced aviomics
architecture, A3, The fundamental principles of this
architecture are that 1t accepts standard modules (such as those
just mentioned) which are interoperable and exchangable 1n a
varicty of applications; it meets defined performance standards
for system partitioning, intzrconnects, diagnostics and
imtialization; it implements a prescribed information security
capablity; it accommodates technology insertion; and it is
readily integrated into fighter and attack helicopter size
atrcraft.

‘The A3is a Gerivative of the PAVE PILLAR
architecture that evolved in the early 80s. As the A3 has
evolved, the range of implementation variables has gradually
narrowed. The fundamental features of the A3, have been
refined and adjusted through a series of tradeoffs, which will
be discussed later in this paper. Although the current A’
standard remains open-ended to some degree with two similar
architectural alwrnatives, which will also be discussed later,
voth alternatives share essential characteristics. As suggested,
the A% is an open architecture which permits interface of both
16 and 32 BIT data processors, flexible mass memory and
signal processing via high speed fiber optic data and signal
networks. The A3 interface to radar, electronic combat and
other sensors is via point-to-point high speed fiber optic
networks with more conventional MI1.-STD-1553 busses
available for less time stressing functions such as flight control
and stores management. Other features inciude a test-
maintenancs interface (TM bus) to support background fault
monitoring, reconfiguratior: implsmentation and general
maintenance. While much of the A3 baseline is common
between the two A? alternatives, there are differences, such as
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J87-01 Advanced Avionics Architecture (A3) Standard
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188-G4 Configuration Management Plan
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188-M7 General Specificaton for Power Supply for Airbome, Electronics Specification
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J88-NIF User Console Interface Specification
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189-S3 Software Engincening Environment (SEE) Specification
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J89-5P-01 Signal Processor Architecture Specification

J189-CH1 Optical Disk Funcuonal Spectficatton
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J89-CH3 Aurborne Standard Power Supply Specification
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the implementation of a parallel intermoduie (Pi-bus), required
by only one of the alternatives. The detailed functional
descniptions of both A3 alternanves are contained in JJAWG
standard J87-01. It is the intent of those involved in JIAWG to
achieve a single advanced avionics architecture during the
course of LH and ATF full scale development. The ability to
achieve this will be dependent on the success of the LH/ATF
commonahity wo.king group (to be discussed) 1n reconciling
the differing architectural demands of the two aircraft.

A series of draft specifications and standards, see
Figuse 5, establishes the basis for form, fit and function (F*)
performance capabilities for the proposed modules. As
examples of the CAB specifications, extracts outlining the
significant features of the common standard module, the
common standard power supply and the environmental
requirements for all modules are provided in Figures 7, & and
9, respectively.

In addition to the specifications and standards for
modules, the CAB specification set addresses wnterfaces
(backplane, buses, protocols, etc.); physical and electrical
charactenistics (modified SEM-E form factor, connectors,
power supply features, environmental requirements, etc.);
software features (software engineering environment, reuse
opportuntics, standard language, etc ); and basic supportability
(ILS, durabihity, maintanability, etc.). The combined
apphcation of the necessary elements of the CAB will provide
a very powerful avionics architecture available to military and
commercial users.

As with the A? standard, the details of nearly all these
module standards remain to be resolved. However, a specific
process to accomplish the necessary tradeoffs and maturation is
mn place. Further, although the JIAWG CAB efforts have been
focused almost exclusively on core processing as the initial
commonality opportunity, we are expanding nur efforts to
pursue portions of the mission avionics (radar, electronic
combat, CNI, etc.).

CAB DEVELOPMENT PROCESS

Many different Task Groups have been formed to
define and develop preliminary functional requirements

specifications for the A and common modules, see Figure 10.
All Task Groups are led by AF, Army and Navy
representatives with participation by both government and
contractor engineers and managers. At this level, the many
compromises necessary to satisfy the requirements of all
participants are formulated. As can be inferred from the
process used to develop common specifications, Figure 11, the
challeng. s of settling on a final specification for any particular
aspect of the CAB is an iterative effort. To appreciate the
magnitude and complexity of this task, a series of examples is
useful

The work horse of the CAB is the 32-bit common
standard data processing element. This particular module is
featured in the implementation of every avionics function, e.g.
radar, electronic combat, CNI, controls and displays, etc., see
Figure 12. Each module cluster includes at least one 32-bit
standard data processing clement. Because the baseline
architecture offered by the JIJAWG participating contractors
was initially that of their preferred avionics implementation
(one from each LH, ATF, and A-12 contractor), the 32-bit
processor originalty consisted of several general definitions
(interface, throughput, and memory definitions). Thus, the

industry and govemment inputs for the imtial 32-bit data
processor specification were rather broadly and loosely
established. One challenge was a possible definition of
common features between the vanous candidates. Beyond
that, the question was whether or not compromises could be
found such that a single standard specification could provide
for all the performance and capability needed to support each
user without such a severe overhead burden as to make the
performance and/or cost of the module completely inefficient.
In this case, the process shown in Figure 11 was accomplished
many, many times. At one point, frustration nearly prevailed
in the form of a forced decision on one specific
implementation. That, however, would have violated one of
the fundamental principles of the JJAWG by putting at least
one participating contractor at a serious competitive
disadvantage In this case the Joint Program Managets Group
stepped 1n deciding that the 32-bit data processor defimitions
would also include two alternatives, thus preserving the
competitive nature of both the ATF and LH efforts. At this
writing, there is strong commonality opportunity between pairs
of LH and ATF architectures and 32-bit processor. Once full
scale development contracts are awarded for both programs,
work will proceed toward a single common standard for both
the A3 and the 32-bit processor.

Another example of the JIAWG specification process
involving few but intensive iterations is the effort to establish a
set of design physical environments for each module. This
particular task sounds rather straight forward, but it became
substantially coniplicated with the insertion of the Air Force
Avionics Integrity Program (AVIP). Rather than following a
traditional path of setting military standard environmental
constraints, for thermal, vibration, acoustic and
clectromagnetic, the AVIP imposes a detailed aircraft to
clectronic component level design analysis and verification
process to establish and impose the environmental conditions
more likely to be encountered by the avionics over its lifetime.
This represents a cultural difference between Air Force and
Navy engineers. In this case, the applicable Task Group and
the Systems Integration Committee evolved a compromise that
imposed the military standards desired by the Navy, as a
minimum, with the Air Force's AVIP efforts deriving and
imposing platform specific requirements when they exceed the
Navy's military standard bascline. Early predictions suggest
the differences are not severe.

A final example of this process iz one that after
substantial technical activity and the involved efforts of the
SIC, the Steering Committee and the JPMG remains
unresolved. One of the most significant issues faced by the
JIAWG in terms of potential cost and performance
implications is the imposition of nuclear Transient Radiation
Effects on Electronics (TREE) hardening requirements. This
issue could impede closure on a final set of draft CAB
specifications, The Army and the Navy require hardening of
JIAWG modules for nuclear TREE, based on LH and A-12
operational requirements. Simply stated, the issue revolves
around the level of TREE requirements to be imposed. Itis
clear that any TREE requirement will add cost. The real issue
is that the Army's operational community is faced with the
potential need to harden their avionics at levels up 100 times
more stressing than either the Navy or the Air Force are
interested in dealing with. The cost implications of imposing
TREE requirements for such levels of hardening have been
established to be very significant. It will be very difficuli to
justify this cost, especially for the ATF which has no formal
user defined operational requirement for TREE hardering.

Such issues have been routinely resolved at or below
the System Integration Committee. Because of the
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JOINT INTEGRATED AVIONICS WORKING GROUP
ENVIRONMENTAL REQUIREMENTS
(DOCUMENT J88-G2B)

SCOPE: All modules shall be in accordance with the requirements speciﬁa
in the JIAWG Advanced Avionics Architecture Standard (J87-01)

ELECTRICAL CG\IFIGURATION: When a module is designed in a new
logic/technology faniily that duplicates an existing module function in a
different logic/technology family, the new module shall be designed such
that the contact assignments in the new module are identical to those of
the extsting module (J88-G2B1)

MECHANICAL CONFIGURATION: The basic module configuration and
dimensions shall conform with the SEM-E form factor.

CONDUCTION COOLING: The module shall be designed to be conduction
cooled through the module guide ribs

MODULE CONSTRUCTION: The module frame shall include module rib
structures and insertion/extraction features

MODULE CONNECTOR: The module connector shall be in accordance with
&he requirements specified in J87-G2A J

FIGURE 7

JOINT INTEGRATED AVIONICS WORKING GROUP
ENVIRONMENTAL REQUIREMENTS
(DOCUMENT J88-G2B)

@pe: Establishes the requirements for a 5.0/5.2 volt (v), 50 ampere (AN
airborne electronic power supply in a Standard Electronic Module
Format - E (SEM-E)

INPUT POWER: 220v, 3PHASE, 400Hz AC or 270 vDC
OUTPUT POWER: Nominal 5.0 vDC. G A (Programmabile to 5.2 vDC)

PARALLEL OPERATION: Meet all -erformance when paralleled with up to
nine common power supply mcules

PHYSICAL CHARACTERISTICS: 1.5 Pounds, SEM-E Form Factor, J87-G2A
Connector

EFFICIENCY: 80% @ 100% Load

BUILY-IN-TEST: During Power-up, Continuous Monitoring, Maintenance
Fault Detection/isolation (Test Maintenance Bus intertace)

RELIABILITY: 20,000 HRS MTBF (To be revised per AViP)
PERFORMANCE FEATURES: (Defined In detail in specification)

FIGURE 8
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JOINT INTEGRATED AVIONICS WORKING GROUP
ENVIRONMENTAL REQUIREMENTS
(DOCUMENT J488-G2B)

@I’ORAGE TEMPERATURE: -54 CTO +95 C \

OPERATING TEMPERATURE: -40 C TO +75 C (30 Min excursion TO +85 C)
THERMAL SHOCK (non-operating): -54 C TO +95 C
HUMIDITY: 100% operating
SALT FOG: 5% Solution @ 35 C for 96 HRS
SHOCK (impact): 14 Drops of 24 inches to concrete
VIBRATION: 4 HRS each axis sinewave 1.0 TO 1.7 gs (freq dependent)
165 Db from 31.5 TO 8000 Hz acoustic
EMIC: 40 Db case shielding
Conducted/Radlated Emissions/Susceptibility combined Army/Navy/

Air Force requirements

@P/TREE: Still under consideration J

FIGURE 9
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significance of this TREE issue, it 1s in the hands of the Joim
Program Managers Group. Because of the significant cost
mpacts involved, the issue may come to a decision to relax the
Army requirement or incur a substantial cost addition to be
born by all users of IAWG modules. These facts are being
assessed by the Army, Navy and Asr Force in consideration of
their individual TREE hardening requirements versus the cost
of TREE. It appears the Army is moving toward a
compromuse that would relax the TREE requirements on all
but safety of flight electronics. The Navy's position is also
being refined at this time.

These, and many other stmlar challenges have been
confronted by the JIAWG. In every case, some resolution has
been achieved to permit continued movement toward a
successful Common Avionics Basehne.

EYOLUTION AND STATUS

The JIAWG has established a schedule for the release
of successtve verstons of specifications and standards as the
documents mature and the participating weapon system
programs proceed through their phases of development. The
major CAB releases, wdentified as CAB I through V, are as
follows:

CAB 1. Released n June 1987 as Version 1 of the A3,
This release also idenufied existing MIL Specifications and
Standards to be incorporated in the CAB. CAB Iserved to
start the JJAWG dialogue and establish procedurat and policy
guidelines.

CAB II: Released 1n January 1989 as Versions 1 and 2
(CAB IIA and IIB) of an mitial set of CAB documents, plus
documentation of the results of extensive commonality
assessments aimed at identifying areas of potential
standardization

CAB III: Released in 1990 as Version 3 of the CAB
documents and made available for incorporatton into the ATF
and LH Full Scale Development Requests for Proposal and
contracts. Charactenstics of these documents include:

Type A specification format defining overall
weapon system and avionics segment functional performance
requirements.

Defined sufficiently to allow contractual
application and to support valid contractor assessment of
developinent effort, risk, and cost of incorporating these
capabilities into the intended design. Some technical issues
remain open pending the conclusion of the LH and ATF FSD
activities.

CAB 1V: Scheduled for release in October 1993 as
Version 4 CAB documents. These will be in the form of final
B-Specifications (Prime Item Development specifications), and
preliminary C-Specifications (product function fabncation
specifications). These documents will be available subsequen-
to the ATF and LH Criucal Design Reviews (CDRs).

CAB V: Scheduled for release in Junc 1998 as Version
5 documents. These will be complete product function C-
Specifications representing verified and qualified designs ready
for pruduction implementation. Additional functional
performance specifications can be expected as more modules
are offered as JIAWG candidates.

As mentioned earlier, the JJAWG has made excellent
progress overall, including areas such as secunity and software
reuse, which were not contemplated in the original JIAP. All

aerospace prime contractors involved in the LH, ATF, and A-
12 efforts have signed a memorandum of agreement agreeing
to support the JIJAWG and they have cooperated fully in
sharing information and in working on CAB documents.
Commonality assessments for all avionics areas have been
completed idrntifying the most likely common modules and
have allowed work to be focused on arcas of highest potential
payoff. In a number of areas significant compromises are
leading to final versions of CAB documents well ahead of
schedule.

CAB III contains most of the "generic” documents
re vircd for LH and ATF contracts; as mentioned, a few items
will remain to be resolved in the two FSD programs. The
CAB 111 document set will b refined greatly immediately
following LH and ATF source selections as the design
alternatives of the losing contractors are removed from further
consideration. Also, 1n areas such as Electronics Combat (EC),
Communication/Navigation/Identification (CNI), radar and
core signal processing, the JIAWG is currently dealing with
equally valid, but mutually incompatible, design approaches by
competing contractors The FSD contractor selections will
effectively narrow these alternatives as well. Since
specifications for all contending approaches will already exist
as outputs of the recently completed LH and ATF
Demonstration/Validation work, the necessary documents can
be added to the CAB relatively casily. Future weapon system
programs will have available a mature and validated common
avionics inventory as defined in CAB V documents and will be
able to incorporate those CAB items identified as required for
the necessary functionalhity and as appropriate, through their
own cost/benefit analyses.

ATF/LI/A-12 INTERFACE

As discussed earlier, the LH and ATF are the pacing
JIAWG related development programs. Both programs are
working ©oward evolving both a common avionics architectural
baseline and as many common modules as practical. The
performance demands of a helicopter program versus a high
performance fighter aircraft have made progress rather slow
and painful; however, as discussed earlier, significant prcgress
has been made and significant commonality opportunitics are
available. The ATF and LH Requests for Proposal require the
winning contractors to work tozether to mature JIAWG
specifications and demonstrate module level interoperablity
and exchangeability. These efforts are expected to result in
venfication of the suitability of the A? to support widely
diverse applications and in the maturing of a set of common
module specifications, culminating in module fevel
interoperability demonstrations and validated specifications,
CAB V, Version 5.

At this point, the ATF FSD RFP mandates the
application of CAB specifications to set the opportunities for
common LH/ATF avionics, The JIAWG's focus is directed to
refining the current preliminary CAB, establishing the essential
efforts of our FSD contractor in continuing the JIAWG efforts,
and in implementing the LH/ATF commonality demonstration
plans. This is being accomplished in both the LH and ATF
programs by including all draft JIAWG CAB 111 specifications
by reference in the top level Weapon System Specification and
by requiring the offerors to define their process for further
maturing these specifications during FSD. Also, both
programs are requinng the offerors to define a working
relationship between themselves through which commonality
opportunitics will be further refined and matured. This is to be
managed by an LH-ATF commonality working group made up
of contractor and government engineers and manageis.




Considering the premise of JIAWG as evolving a common
avionics architecture and a set of common modules from which
future avionics suites could be constructed, another FSD task
will be joint verification of inturoperability and, if possible,
exchangeabihity of avionics modules between ATF and LH. Tt
1 the responsibility of the ATF/LH progranus offices to jointly
validate CAB I specifications and produce the CAB IV and V
specification versions. As mentiotied, CAB IV specifications
will be available at a point when the architecture and module
designs are considered capable of achieving the ATF and LH
program requirements, around October 1993. The level of
commonality of the JIAWG CAB IV will be dependent upon
the ability of both programs to achieve their individual
requiremnents under the constraints of commonality. In terms
of opportunity, we belicve the number of common modules
could be as high as 70 to 80, if sensor modules supporting
radar, electronic combat, CNI, etc , can be basclined. A more
conservative view based on our primary focus on corc
processing commonality is that approximately 20 modules
making up a common core processing capability could
reasonably be developed as ATF/LH common items. These 20
some common modules would equate to a validated integrated
architecture and a fully capable integrated processing system.
The final number is very dependent on the ability of the
common module to satisfy both programs' performance
requirements at an acceptable cost. Whatever the initial
baseline may be, it is clear that the future of advanced avionics
15 in the direction of this Common Avionics Baseline.

Beyond this joint commonality baseline, all the
avionics modules of either the ATF, or the LH, or both,
development programs will be available to future programs, in
effect, offering the potential for a much broader module set.
As discussed earlier, commonality initiatives will be pursued
aggressively, but with a healthy regard for both the cost and
performance implications, It1s the intent of the ATF and LH
System Program Offices to foster opportumty for common
avionics within the constraints of assuring the weapon systems
are capable of meeting the needs of their customers. Itis the
intent of the JIAWG to assure that all opportunitics arising
from the ATF and LH program efforts are made available to
potential users, see Figure 13. In this manner, the goals of the
JIAWG, satisfying the Congress, OSD and the Army, Air
Force and Navy can be achieved.

SUMMARY:

The JIAWG CAB is expected to have enormous
influence on the entire next generation of avionic systems. Itis
imperative that good standardization decisions, based on a
credible data base of design, test, and analysis, be used as the
basis for CAB definition. Premature publication of
specifications and standards whose content is not well founded
and likely to change could cause resources to be wasted by the
industry and could fatally undermine the credibility of this
DOD avionics commonality thrust. As noted earlicr, the CAB
development is concurrent with the development phases of the
LH and ATF programs from which the dala needed to close
remaining technical issues will be derived. The JIAWG
process provides a systematic way to define technical issues
and alternative solutions and to draw on all valid data sources
in establishing the preferred resolution of each issue. This
process will be tightly coordinated with the weapon system
programs to ensure specifications and standards incorporate
adequate and current data from analysis and testing to
complete each version of the CAB as part of planned weapon
system development milestones,
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As the JIAWG CAB matures, specific procedures for
document maintenance and CAB update configuration control
will evolve. Several proposals are being considered, however,
decisions on the long term of JIAWG are still being
considered. In the immediate future, anyone wishing
information on the JIAWG or the Common Avionics Baseline
should contact:

United States Companies - Contact:
VEDA, Inc..
5200 Springficld Pike
Dayton, OH 45431
Attention: JIAWG/Jackie

Lane
Foreign Companies - Request information through
country embassy:
ASD/YF
Wnight-Patierson AFB,
OF 45433
Attention: JIAWG Point
of Contact
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Abstract

Flexibility, survivability, availability and cost of
ownership of modem aeronautical weapons
systems increasingly rely upon its avionic
systems and the capabilities offered by advan-
ced sensors, processors and system software.
This especially holds true with regard to
upgrade programmes mostly driven by the
increasingly sophisticated threat and advances

in the avionics field.

The limited ressources of the European coun-
tries as well as the rising cost of avionics equip-
ment and software need innovative approaches
beyond already established joint European
defense projects in order to keep weapons
systems affordable. This paper is focussed on
equipment standards that allow technology
growth, maximize competition and promote
reusability of designs, on the avionics system
software evolution and on experiences gained in
german TORNADO and F-4F upgrade pro-
grammes. Indications with regard to possible
future upgrade programmes will also be given.

As far as standardization is concerned, this
paper will present an overview of objectives
and status of actual german research and deve-
lopment projects generally known under the
notion "Modular Avionics" and their
relationship to international initiatives. Growing
system software complexity as well as rising
software problems and cost have forced soft-
ware development into rigid development
methods, high order languages and towards
increasing standardization. This trend is high-
lighted on the basis of the above mentioned and
new programmes, where the close coupling
between system functions, system performance
and real time mission software can be observec
very prominently.

1. Introduction

The introduction of digital avionics based upon
freely programmable embedded and distributed
real time computer systems into military fighter
aircraft, the accompanying transition from elec-
tromechanical to software-intensive systems as
well as the current trends towards integrated
avionic system architectures have provided new
levels of capability, flexibility and availability
of flying weapon systems. System functions and
system performance are tightly coupled to real
time mission software offering different modes
and capabilities for various missions and increa-
singly sophisticated threat environments.

The computing capacity of the Electrunic Com-
bat Reconnaissance (ECR) Tomnado for exam-
ple, now in delivery to the German Air Force
increased considerably compared to the basic
Tornado aircraft within 4 years: The number of
on aircraft loadable computers from 1 to 6 and
their memory from 128 K words to nearly 3000
K words. 3 of the 6 computers are mission
computers programmed by MBB as prime con-
tractor for this aircraft.

Obviously evolutions of this magnitude are no
longer only quantitative but also qualitative in
nature since they lead to a considerable increase
of the complexity of tne avionic systems and the
development processes that finully provide
those systems. Steadily rising costs and deve-
lopment time frames for avionic equipment and
software reflect these trends; some 30% of the
flyaway costs of current military fighter aircraft
are spent for avionics.

The transition from loosely coupled or stand
alone "black boxes" to increasingly integrated
networks of avionic subsystems held together
ty avicnic busses and real time mission soft-
ware for information exchange brought also
new expesiences with regard to system and
software development methodologies. As far as

software development is concerned, budget
overruns, missed schedules and unrealistic plan-
ning are common experiences placing the costs
for avionics systems integration and acquisition
under critical consideration.
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The cost issues mentioned are of additional
importance in the Europe of today where the
Soviet threat has virtually disappeared. Nevert-
heless a potential capability and the fact that the
Soviet Union is and will be a superpower
remains and there 1s a common understanding
amongst the European nations that it is essential
to maintain a coherent defense posture for the
foreseable future. In addition thz war at the
Persian Gulf has prompted new conflict scena-
rios that will lead to a reevaluation of force
structures and missions.

The changes 1n the nature of risks and threats
(e.g. new threats with "western" equipment,
new climatic environments, new logistic
aspects) and more emphasis on mobility, flexi-
bility and reconnaissance will put new require-
ments on existing and new weapon systems and
in turn on avionics systems. But these
requirements will have to be fulfilled with
shrinking budgets since the end of the cold war
spurs the payment of "peace dividends” in the
western democracies and the member nations of
NATO. Besides budget reductions, less flying
hours, less tolerance to noise and accidents in
the dense populated Europe, less time and areas
for training and the complexity of modern wea-
pon systems and their man-machine-interfaces
impose an additional burden to the military
forces and their tasks.

Based upon the trends mentioned above the fol-
lowing sections of this lecture will focus on the
following topics:

- Predictable consequences from reduced ten-
sions in central Europe, changing threat sce-
narios and new emerging needs

- Experiences and trends related to avionic
system software development and integration

- New avionic architectures and their potential
applications

Possibilities for future upgrade programs.

2. Emerging needs in the 1990’s

The European strategic, industrial and economic
situation 1s changing rapidly and profondly. The
main driving factors are the disintegration of the
Warsaw Pact and the diminishing Soviet Threat
in Central Europe, the integration of the Euro-
pean economy towards a single European mar-
ket in 1993 and the reunification of Germany.
As far as the German Armed Forces are
concemed there are already visible impacts of
the new ernvironment:

- The number of personnel will be reduced to
370 000 up to 1995 and the time to serve in
the German Armed Forces decreased already
from 18 to 12 months. Therefore failure-free

performance of the weapon systems, reliabi-
lity and maint-inability together with more
sophisticated on board check out and
monitoring systems for the avionics systems
will gain in importance. This will also hold
true for more automated test equipment on
ground.

- Budget reductions are already under way and
may become substantial in the next years.
This will affect the affordability of advanced
avionics systems if no measures are taken to
reduce the costs of development and produc-
tion. More emphasis will be given to life
cycle costs and in especially to the operating
costs since they make up the major portion of
the life cycle costs. These factors promote the
reusability of designs, productivity improve-
ments in the area of software development,
common developments with longer
production runs, the use of commercial parts
and equipments wherever possible and again
maintainability and reliability.

The German Air Force has taken over the
responsibility for the former East Germany on
a national basis. Taking the reduction of the
armed forces into account fewer forces will
be available to cover larger areas of interest.

.

Air defense fighters will be more important
since surface-to-air missiles might not be able
to cope with the new situation. Since the
number of combat crews might be reduced
due to 1owered states of readiness and since
smaller forces lead to heavier reliance on
reserves, encreased reconnaissance and intel-
ligence capabilities seem to be necessary.

Besides these most obvious changes there are
additional factors to be considered. As new
threat scenarios emerge, more flexibility, mobi-
lity and the capability to use the already existing
weapon systems tc the maximum extent
possible become more significant.

Upgrade programs of existing weapon plat-
forms can provide cost effective solutions in
this regard. The primary targets for
improvements taking into account the latest
advancements in the avionics field are the man-
machine interface (Cockpit), the mission com-
puters in order to obtain more throughput and
new capabilities like threat management,
advanced mission planning and higher degrees
of automation of many functions as well as the
capability to perform various complex missions
under adverse ECM and weather conditions.
Higher degrees of automation and improve-
ments of the representation of the information
to the crew to provide higher levels of situation
awareness are also necessary to cope with redu-
ced training time and space.

These trends are augmented by the growing
integration of the avionics systems into larger




command, control and communication net-
works.

Therefore crew displays will have to contain
information rather than data, adding graphics,
colour and other visible and audible cues in
order to provide a precise, rapid response with
the lowest false alarm rate.

In order to be cost effectivc. new approaches are
sought in Europe towards common develop-
ment programs. In the course of the creation of
a single common market 1993 the defense
industry will probably be seen in less national
terms. New alliances between aerospace firms
(e.g- DASA in Germany, Airitalia and Selenia
in Italy) form the basis for future European
ventures. There will be no "Fortress Europe"
but stronger European competitors as well as
perspectives towards ar: "European Aerospace
Company" in the futurs.

There is also a growing tendency towards com-
mon European research programs aiming at
more effective use of government funds for
research and development.

An example is the Independent European Pro-
gramme Group (IEPG), founded in in 1976 to
provide a European forum independant of
NATO for discussion of defence equipment
programs, research and technology and the har-
monization of requirements. MBB’s participa-
tion in these programs will be discussed later in
this lecture.

3. Avionics Systems Software Development

In the last few years MBB has been awarded
major system update and development contracts
for military aircraft:

- F-4F
Improved Combat Efficiency Program:
This Progeam basically contains the mtcgra-
tion of & new fire control system (Al; APG
65 radar, new mission computer 5 well as
new air data computer and inertial navigation
systems) and the AMRAAM missile into the
F-4F flown by the German Air Force

- The integration of the HARM missile into the
Interdiction Strike (IDS) Tomado

- The development of the Electronic Combat
and Reconnaissance (ECR) Tomado variant
for tactical reconnaissance, surveillance,
coordinated recce/attack operations as well as
electronic combat including suppression of
enemy air defences and counter C°,

Key elements for these missions are new,
advanced infrared imaging and emitter loca-
tor systems and appropriate mission software
offering a variety of mission related functions
and modes.
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These update / modification programs and
MBB’s participation in the European Fighter
Aircraft (EFA) program have clearly shown that
from the point of view of an aircraft company
avionics system integration basically means
avionics system software development and inte-
gration,

Mission related software is no longer just one
part of the system - it is the system. System
software puts together the various subsystems
and equipments developed by independent sub-
contractors and provides essential, increasingly
automated functions as navigation, fire control
and situation assessment.

Early software quality problems lead to the
conclusion that the time frames to complete a
new software load within acceptable quality
brackets have been grossly underestimated. It is
interesting to note however, that the amount of
time needed for coding and testing could be
predicted fairly accurately, whereas the time
needed to establish firm, unambiguous software
requirements and to remove the remaining
errors had not been taken into account appro-
priately. The main reasons were:

the lack of a consistent methodology for
system and system software development that
is able to cope with larger development
and/or update programs and to take the neces-
sary error correction cycles into account

very tight schedules and the associated ten-
dency to icave the necessary requirement refi-
nements for the following phases

unefficient standardization with regard to
software languag2s, software development
environments and rocessor architectures

the difficulty to cope with software require-
ments that are ever changing due to inadequa-
tely defined, changing or misinterpreted user
requirements and the fact that software
requirements also need maturity times in
order to provide the required levels of consi-

stency, completeness and understandability
for software devalopment teams more distant
from the system context

the fact that there are cases where the soft-
ware requirements can’t be implemented in
the proposed form due to hardware or system
constraints.

The current tendencizs to place fixed price con-
tracts upon softwaie development and to reduce
the time frames from software requirements
specification to software delivery represent
additional new challenges. Fixed price contracts
contain the; risk to deliver software products
with marginal performance and quality and the-
refore preprogrammed conflicts with the final
user. In order to avoid these risks, system and
software development concepts with built-in
quality considerations are sought. The first step
towards this goal is the introduction of formal
rules and structures comparable to other engi-

-}
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neering disciplines. Provided that the basic pro-
cesses leading to software requirement
specifications and the software itself are
completely understood, appropriate tools
aiming at the automation of the software requi-
rements specification task can be very helpful.

3.1 System Development

MBB took several measures to improve the
situation with regard to software quality and
delivery schedules. First we introduced a more
rigid methodology of designing complete air-
craft systems. It had to be applicable for diffe-
rent programs without major changes, it had to
support all phases of system development and it
had to assure that the interfaces between system
engineering groups and software development
groups were well defined. The methodology
had to allow for iterations in specific phases, for
a certain amount of requirement changes during
design and for the fixing of software bugs wit-
hin defined update cycles, nevertheless assuring
proper completion of each phase.

The methodology adapted is closely related to
DOD Std. 2167 but has been amended by
equipment development and some other phases
to cover the complete avionics system develop-
ment precess.

For the purpose of this lecture it seems suffi-
cient to discuss the main features of this deve-
lopment methodology on the basis of the
generic, underlying development modei
depicted in Fig. 1. There are three distinct pha-
ses starting from the operational needs of the
customer and leading to the final avionics
system or system update: System definition,
system development and system testing. Each
phase is subdivided in different steps concluded
with defined development results and subject to
various reviews and audits. It is important to
note that all planning for new projects is based
upon this development model. The specific pro-
ject plans then allow for predefined, cyclic ite-
rations in order to remove residual errors.

The system definition phase leads to equipment,
software and system requirement specifications
and is the foundation of the full scale develop-
ment process afterwards. Since software needs
long lead times it is important to consider the
impacts of new mission related functions on
mission software very early in the design pro-
cess. Currently mission software resides in dis-
tributed computers; therefore the development
model provides for a system software
specification describing the functionality of the
vatious mission computers as a whole. User
requirements should be as explicitly as possible,

1.e. in terms of clearly stated mission objectives.
The design process however should allow for
some requirements creep and flexibility by the
basic architectural concept and hardware and
software partitioning.

This also refers to bus loading and computer
sizing; the design should have future changes in
mind rather than absolute efficiency.

Avionics system testing comprises software,
equipment and system/on aircraft testing and is
very expensive in terms of time, people and
facilities involved. In order to streamline this
process and to optimize the use of the available
facilities a specific approach to system software
testing has been devised. There are four sepa-
rate test stages: Stage A testing investigates
autonomous software functions or operational
flight programs testing the complete software
product (CSCI) residing in one individual com-
puter and is concentrated on showing that the
implemented software satisfies its specified
functional and performance requirements.

Stage A testing also refers to hardware tests
where the hardware / software functions of sin-
gle equipments are demonstrated.

Stage B or partial integration testing is related
to tests that will be performed using all compu-
ters, all software and all interconnections of the
computing system to assure that not only single
computer programs but also the system software
and the cooperative functions of the system as ~
whole will perform as specified.

Stage C or system integration testing covers
hardware / software integration, subsystem and
system testing and leads to a flight test release

of the whole system. Finally flight or Stage D
testing is performed in order to validate the
system performance against the system specifi-
cation in the real environment.

This testing philosophy offers a high degree of
visibility to the {inal user and allows for quick
wurn around times between software error detec-
tion and correction. Most errors are found
during early test phases where the costs for
testing and recoding are relatively low. Cur-
rently only about 5% of all confirmed errors are
based upon flight test results.

Since user expectations are high, but require-
ments quite often not clearly stated, there is a
preprogrammed conilict situation at the end of
the development process where early visibility
and operational evaluation can be very helpful.
This especially holds true under the growing
namber of fixed price contracts.

Within smaller projects involving smaller engi-
neering groups and therefore less communica-
tion overhead deviations from the "waterfall”
model (1) underlying DOD STD 2167 have
been tried. One example is evolutionary deve-
lopment (2), i.. a sequence of development
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cycles. During each phase refincments of
requirements and software are taking place with
the final user actively involved.

This approach assumes, that requirements can’t
be completely defined at the beginning of a
project and that they change during the rest of
system development due to a growing under-
standing of the real needs of the user.

The research and development project chosen in
order to demonstrate this approach has been
considered to be very successful. It has been
developed within budget and within the time
frame scheduled and the required functions met
the user requirements.

This project indicates that a single software
requirements phase leading to firm require-
ments in one step is rather unrealistic. Software
requirements cycles supported by the
proteiyping approaches to be described below
seem to offer greater advantages.

3.2 Tools and Standards

Kigorous configuration control and tool support
were other measures taken towards a disciplined
approach to software development and in order
to improve productivity. Fig. 2 gives an over-
view in this regard. Tools can help to avoid that

bugs are getting in the software; if they do get
in, to find them as soon as possible and finally
to make maintenance easier. Since configura-
tion control and the application of software
development tools are current practice today
and not the main objective of this lecture the
focus in the following is on experiences made
and recommendations for the future.

MBB as well as other leading aircraft manufac-
turers in Europe are heavily involved in intemna-
tional programs like Tornado or EFA. Part of
the work is carried out in intemnational,
centralized teams; the other part is subdivided
into work packages for the participating compa-
nies, In order that this werkshare is successful,
an international coordination body has to be
established and the interfaces have to be clearly
defined. For the transition from software requi-
rements to software design a centralized inter-
national engineering team has to collect ali
software requirements to harmonize them and to
define the baseline for further work. This also
applies for the selection of appropriate tools and
development environments. It is this centralized
team where the main cost drivers are determi-
ned and influenced.

Only after careful evaluation and harmonization
of the requirements of the participating nations
each software development team for each com-
puter should be allowed to start software design.
Any change of the baseline has to be carefully
controlled by the centralized team and incorpo-
rated by the software development team after
authorization only.
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With regard to tools and their underlying
methodologies in intemational programs it is
essential to introduce the same methodology,
the same understanding of it and the same tools
at all sites involved to avoid costly misunder-
standings and duplications, Defining software
requirement specifications at different sites asks
for an efficient distributed data base. Due to
security problems a direct link between the host
computers at the different sites has not been
realized.

Instead local data bases at different sites are
integrated from time to time by a central team
to form the central master data base. The latter
is then distributed to all parties involved and
forms the basis for the next development step.

Current software development methodologies
and tools tend to postpone real time aspects tc
the detailed design phase. This might be appro-
priate for business computing, but for avionics
applications this proved to cause problems.
There are cases where the software design had
to be radically changed because of too extensive
hierarchical decomposition and the resulting
execution time overhead. To overcome this dif-
ficulty current practice calls for extrapolating
this aspect from known systems during the early
development phases. Prototyping, to be covered
in the riext section, can also be very helpful in
this regard.
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Another difficulty when using state of the art
software development tools is that they support
the documentation of the lowest levels in great
detail but usually fail to produce an easy under-
standable, complete summary document. One of
the reasons is that the tools usually store
information in an object oriented way, i.e.
objects being functions stored according to their
place in the overall functional hierarchy. Com-
bining the description of each of these functions
into one document does not necessarily -
because of the sheer size - lead to a readable
document facilitating the dialoge between
system and software engineering and avoiding
costly misunderstandings. Documents of this
kind are also of limited use for design reviews.

In order to improve productivity and to reduce
costs standards with regard to high order lan-
guages, processor architectures and develop-
ment environments are already in place or
emerging. Within the EFA program, ADA and
STANAG 3910/ STANAG 3838 are adopted.
The data bus standard STANAG 3910 provides
for the higher data rate requirements of the
avionics systems currently under development
(Fig.3). The embedded computing systems of
EFA are based upon the 68000 processor family
indicating a treng to incorporate commercial
parts or equipment into military avionics
systems and to standardize processor families
rather than instruction set architectures (e.g.
MIL STD 1750).
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This trend will grow in the future when speciali-
zed military developments or standards are pro-
hibitive duc to the high costs associated with the
low production volumes and when commercial
alternatives exist, It is also important to note
whatever standards are chosen, they must allow
for technological obsolescence and changes of
the avionic system throughout the useful service
life that is - also out of cost reasons - ever
increasing. This especially holds true for the
system architecture and the embedded proces-
sing capabilities.

3.3 Prototyping

The experiences with the programs mentioned
have shown, that avionics systems can no lon-
ger dealt with in terms of size, weight, cooling
power etc. It is also not sufficient to discuss
bandwidths, detection ranges and other isolated
performance criteria. The system definition pro-
cess leading to equipment, software and system
requirements must include an in depth analysis
of the complex and interrelated real time effects
of integrated avionics systems very early in the
design phase with as much hardware in the loop
as possible. Furthertnore since user require-
ments are often not clearly stated cr misunder-
stood an effective means has been sought to
communicate effectively between users, system
and software engineers in order to derive well
defined requirements,

MBB therefore installed a "System Prototyping
Rig" (SPR) that fulfills the same purpose as
wind tunnels and test stands for the airframe
and engine development.

The main of the SPR objectives are:

Empirical investigations of new system archi-
tectures and their complex real time interac-
tion phenomena

Experimental feasibility studies including
rapid protolyping of software

- Definition of display formats and contents
together with air crews

- Investigation of new equipments in a realistic
avionics system environment

- Definition and evaluation of critical real time
algorithms e.g. for sensor fusion and threat
management

- Tnvestigation of data transfer processes bet-
ween various simulated or real equipments.

The SPR consists of a number of graphic woik-
stations, microcomputers, real aircraft compu-
ters and equipments as well as displays and a
fully operable cockpit. The different pieces of

—}

hardware can be connected in a very flexible
fashion via a connection matrix and via diffe-
rent busses to emulate any avionics system con-
figuration required. The software installed
offers aircraft models, several sensor
simulations, powerful graphics for the cockpit
displays, a software development environment
for all computers and a powerful test environ-
ment. Fig.4 gives an overview of the SPR whe-
reas Fig.5 depicts a representative prototyping
environment.

With regard to cost effectiveness, the SPR
allows for critical early design decisions on an
empirical data base where errors are most costly
to correct, It is also used for the evaluation of
software development environments for target
computers and of test support software. It repre-
sents a “front end investment” of effort to
reduce technical risks, to deliver the required
quality and to get realistic full scale develop-
ment schedules and budgets. The early evalua-
tion of system performance is significant under
fixed price contracts in order to establish a firm
development baseline against which the fulfill-
ment of a development contract can be measu-
red.

3.4 Future Aspects

Software in sensor systems and mission compu-
ters will continue to play an ever increasing role
within avionics systems. Reasons are the more
effective evaluation of sensor signals in order to
provide the crew with higher level information
rather than data, information fusion and the
reduction of reaction times of the weapon
system. A very important prerequisite is the
timely introduction of advanced embedded
computers into already existing military fighter
aircraft during their lifetime.

As an example, MBB currently performs stu-
dies aiming at the replacement of the main com-
puter of the weapon system Tomado by a form,
fit and function compatible central computer
which shall be programmed in ADA. The
existing main computer is programmed in
Assembler und represents with regard to hard-
ware and software the state of the art of the
70’s. Due to this fact we are faced with a large
amount of complex assembler code to be main-
tained, high softwarc maintcnance costs and not
sufficiently structured software requirements.

The new computer with its software rewritten in

ADA shall provide sufficient performance for a

least 20 years, shall improve productivity, qua-

lity as well as the development time frames of

the software and shall allow cost efficient w
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software upgrades and maintenance. This
approach shall also provide the necessary
growth potential for new functions, e.g. blen-
ding of sensor data and threat managenient in
cooperation with the defensive aids subsystem.
Finally the transition to ADA might form the
basis for reusable software modules. This
approach will be supported by the prototyping
environment described above and would lead to
major development cost benefits.

In the longer run there will be more automated
tasks to free the air crew for tactical planning
and supervision of the mission, This means that
computers will also undertake safety and mis-
sion critical functions in order to increase the
survivability of the weapon system. Therefore
rigid development methodologies, dedicated
testing and prototyping will further gain in
importance.

4. New Avionic Architectures

Reliability, maintainability and testability are
the main drivers for ongoing efforts towards
higher integration levels of avionics systems.
These efforts, primarily aiming at the reduction
of acquisition and life cycle costs, also allow for
mission related advancements as increased fault
tolerance and reconfiguration in flight.

The design philosophy for these new integrated
architectures generally known under the notion
"Modular Avionics” is that the system, but not
necessarily a single component has to fulfill the
mission. Therefore modular avionics concepts
are emerging where the resources are shared
accross different functional components of both
hardware (Line Replaceable Modules) and soft-
ware (software modules). This architecture sup-
ports high degrees of system availability and
requires less effort on system maintainability
since this approach makes a two level mainte-
nance concept feasible.

A major contribution to the reduction of the
acquisition costs is achieved by the use of a
limited numbey of different types of LRM's
which in turn leads to larger production lots. In
the following emphasis will be given to cost
considerations and our activities in this field.

8-1

4.1 Modular Avionics

Starting at the mid 80’s, several

European govemnment agencies have begun
with the sponsoring of feasibility studies on
modular avionics in order to quantify the user
benefits emerging from this new design philoso-

phy.

The results of the German study "Neue Avio-
nikstruktur” have indicated that new aircraft as
well as platforms already in service will benefit
from the use of modular avionics. With regard
to upgrade programs significant increases of the
performance / volume ratio seem within reach.

Although the development costs of modular
systems might be higher than their conventional
counterparts savings during the in service phase
will over-compensate the additional initial
expenditures.

In 1987 MBB started a company funded R&D
project "Modular Avionics" in order to carry out
more detailed investigations of these new archi-
tectures. Within this project a Life Cycle Cost
study has been performed which is based upon a
hypothetical upgrade of the german Tomado
fleet with new CNI systems.

The objectives of this study were improvements
of the existing LCC models and more confi-
dence for assessment.

The cost reductions indicated in these studies
are based upon the reduction of parts in new
systems, simplified 2 level maintenance due to
failure detection to the module level and lower
requirements for special to type test equipment.

It should be noted however that these studies do
not take into account additional measures to
adapt already existing avionics systems and air-
craft structures to the new systems.

In order to assess the benefits of modular avio-
nics on a experimental basis a prototype Cock-
pit Data Video and Voice Management System
(CDVVMS) has been devised in cooperation
with other companies.

This system (Fig.6), aiming at the management
of the audio and video information in the cock-
pigtgshould allow laboratory demonstrations in
1992.
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4.2 European Initiatives

The Allied Standard Avionics Architecture
Council (ASAAC) was borne in 1988 as an
initiative of the four Air Senior National Repre-
sentatives of the US, France, United Kingdom
and Germany. This government initiative is
mainly directed towards the harmonization of
requirements and the generation of standards for
the definition and development of modular
avionics.

National and joint working goups have been set
up in order to develop the appropriate standards
until mid 1993.

Beginning late 1993 the validation of these
standards shall be performed by means ol a
common demonstrator. This activity will be car-
ried out as a joint program.

The IEPG also launched an initiative in order to
improve the competitiveness of the European
defense industry. The European Cooperation for
the Longterm in Defense (EUCLID) is aimed at
a broad range of research in new technologies
and therefore divided in Common European
Priority Areas (CEPA's).

CEPA 4 deals with modular avionics and adres-
ses by linked Research and Technology Projects
(RTP's) the Europe wide development of
emerging technologies for modular avionics.

ASAAC and EUCLID-CEPA 4 are complemen-
tary efforts.

While ASAAC will generate and validate
standards with a specific demonstration subsy-
stem CEPA 4 will develop and validate techno-
logies for affordable integrated avionics
systems in an European environment and shall
form the basis for the convergence of the Euro-
pean R&D efforts.




§. Possibilities for future upgrade programs

In the past avionics system development and
acquisition have been driven - at least in Europe
- by the development of new major weapon
systems. With regard to the ncw strategic situa-
tion in Europe, possible new threats, the short
useful life of microelectronic technology,
technological advancements and the increasin-
gly mission critical role of avionics systems,
new development perspectives targeted towards
capability and functionality enhancements of
already existing platforms are on the horizon.
These perspectives must focus on the specific
needs of the weapon systems, on cost effective-
ness and on minimum out-of-service times,
since these systems are already in use.

Reduced tensions in central Europe allow for
longer maturity times of new avionics systems.
New technologies will be in*sgrated if this pro-
cess is concluded. New platforms will be rarer,
due to the high acquisition costs of new weapon
systems their useful in service life wili be
expanded as much as possible. In order to keep
these systems up to date and to adapt to new
technologies, preplanned product improvement
programs for new systems to be introduced
should already be considered in the develop-
ment phase i. e. system design must allow for a
cost effective, long term sequence of upgrades.
Design for growth, the use of advanced simula-
tions and extensive war gaming will increasin-
gly be employed to determine the update needs
for the years to come.

Within those upgrade programs cost effective-
ness can be sought in various ways. The most
obvious approach consists of the integration of
already existing equipment or subsystems deve-
loped for other projects if appropriate. Common
European programs like Tornado have pursued
up to now common update programs or modifi-
cations in order to keep development and acqui-
sition costs low although the military needs of

the three participating countries not always
converge. This trend will probably continue
since the upcoming treaties will limit the num-
ber of combat aircraft available and cost effecti-
veness also means large production runs of
avionics equipment or modules.

Since "change" is obviously a requirement
throughout the life of a system a certain level of
research and developoment funding is necessary
during the comtplete life cycle of a weapon
system. In the following potential areas for
upgrades and improvements in the 1990’s will
be discussed.

MBB is currently conducting studies with
regard to further improvements of survivability,
force multiplication and flexibility of the Tor-
nado weapon system. These studies are centered
around crew workload reduction, covert

operation and further enhancements of the night
fighting / bad weather and electronic warfare
capabilities. We also consider new emerging
NATO wide requirements as the introduction of
GPS, MLS and NIS as well as provisions for
future - e.g. stand-off-weapons.

Crew workload reduction is aiming at the full
exploitation of the built-in flexibility and multi-
mission capability of this combat aircraft. This
seems only possible with higher degrees of
automation to free the air crew from time con-
suming tasks and to enable faster reaction times
of the system. In order to address properly the
workload associated with the various tasks of
the crew we employed an expert system called
ESAT ("Expertensystem filr Aufgabentaxono-
mie") developed at MBB. The results of these
investigations were fed into the cockpit redesign
process. We also use the prototyping of displays
described above to evaluate human response.
One outcome of these investigations is the deci-
sion to propose the additional introduction of
tactical colour displays in the front as well as in
the rear cockpit and to employ a colour terrain
following display. If possible these changes
together with the necessary updates of the com-
puter symbol generator will contain concepts
based upon the Modular Avionics approach.

The main constraints to be resolveu with regard
to full application of Modular Avionics within
upgrade programs are:

the additional effort for the integration of
modular subsystems into the already existing
conventional environment with its many spe-
cial interfaces, adaptors and connectors

the existing test and maintenance concept

- the mechanical boundary conditions of the
aircraft (this refers to the introduction of a
standard integration rack)

Crew workload reduction also means the imple-
mentation of automatet real time decision sup-
port systems and their data base management
systems on board of the aircraft. The t%rst step
towards this goal consists of a prototype Threat
Management System (TMS) realized at MBB in
cooperation with Texas Instruments in order to
facilitate the dialogue with the user, to derive
early performance data and to verify the design
and development environment (Fig.7). The
main task of the TMS is the blending of the data
of various sensors and the enhancement of these
data with the contents of stored knowledge
bases in order to analyse the threat and to derive
tactical decision sup})ort information for the
crew in dense air defense environments.

The notion "Covert Operation™ refers to the
introduction of a Terrain Referenced Navigation
(TRN) system. MEB presently conducts flight
tests of a german prototype TRN called
LATAN in order to derive flight test and perfor-
mance data of such a system. The TRN shall

-%
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allow low level penetration missions where the
self-generated vulnerability due to the radiation
of the terrain following radar must be avoided.
The digital terrain and elevation database of the
TRN can be augmented by threat data derived
either rrom intelligence sources or from an on
board emitter locator system to support the
TMS already described.

Increased situation awareness is also an area
under consideration. The advancements in the
electro-optics field led to investigations of the
integration of a fixed or moveable FLIR sensor
combined with a Helmet Mounted Display.
Together with corresponding enhancements of
the mission software the FLIR sensor data may
also be used for fire control during night.

Reconnaissance plays an increasing role in the
central Europe of today where fewer forces
have to cover larger areas. The RF-4E’s of the
German Air Force will be taken out of service
within the next few years. This will leave the
GAF with reduced tactical reconnaissance capa-
bilities if no other measures are taken. There-
fore a concept phase is under way aiming at the
introduction of reconnaissance pods for a
certain number of Tornado aircraft. Out of cost
reasons these pods shall be based upon the
already existing recce pods of the Tomados
flown by the German Navy.

Further cost saving measures could bz the use
of infrared line scanners developed for other
programs, the Infrared Imaging System of the
ECR Tomado beeing an example.

Advancements in technology point towards
digital image processing, storage and retrieval
methods for the infrared images already sent as
digital data from the sensor. Digital image pro-
cessing allows for near real time on board eva-
luation and manipulation of the sensor data. The
images or subsets of them can be transmitted
via digital data links to follow on forces or
ground stations speeding up even further the
near real time dissemination of reconnaissance
data. Presently the definition of appropriate
system architectures and subsystems is under
way at MBB.

6. Summary

Limited budgets, fewer forces and changing
threats are the main constraints to be expected
during the years to come. Since flexibility, sur-
vivability, availability and cost of ownership of
modem: aeronautical weapons systems

-




increasingly rely upon its avionics systems and
the capabilities offered by advanced sensors,
processors and system software, cost effective
approaches for the development and acquisition
of avionics systems are sought.

The examples given in this lecture point
towards increased maturity times of new tech-
nologies, stronger prototyping efforts in the
early design phases and the application of rigid
development methodologies including the tran-
sition to ADA in the sofiware field in order to
keep weapons systems and their inevitable
upgrades affordable. Important prerequisites in
this regard are stable research and development
funds, the exploitation of commercial technolo-
gies and the use of already existing equipment
wherever possible.

New avionic architectures aiming at higher inte-
gration levels will bring further advances with
regard to maintainability, reliability and life
cycle costs. In order to maximize the benefits
resulting from these approaches, joint European
initiatives are under way to harmonize the
requirements of the participating nations and to
validate the necessary standards. Prototyping
and modular avionics will support those areas,
where upgrade needs in the next years are most
obvious, i.e. the cockpit area and the sharing
and the expansion of computer resources.
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1. SYMMARY

Change is the most prevalent event we
can expect during the life of a weapon
system. In an avionics system, change
is brought about for two primary
reasons: correcting problems or adding
capability. In many cases it costs less
to upgrade older aircraft than develop a
new one, How we plan for those upgrades
makes the difference.

2. __BACKGROUND

Current US military aircraft have a
mixed bag of avionics architectures due
to the technology available when they
were designed. Aircraft from the 60s
and early 70s were built using single
function avionics subsystems
interconnected by point to point wiring.
Pilots interpreted displayed
information, made assessments and
reacted to the stimuli.

Architectures began using multiplex data
busses in the 70s. Multiplex busses
made it easier to interconnect avionics
equipment or black boxes and at the same
time, reduced weight of avionics wiring.
This resulted in even more information
for the pilot to interpret. Distributed
architectures and integrated avionics
were developed in the 80s. 1In essence,
designers attempted to relieve the pilot
and central processor from some of the
workload and get raw information to the
subsystems needing it without pilot
interpretation or intervention.

3. AVIONICS UPGRADES

Avionics upgrades are made for two major
reasons: Performance or Supportability.
wquipment is not replaced just because
it is performs better or is more
reliable, Modifications which improve
performance usually are a response to a
new or perceived new threat. Detaction
ranges, number of and type of threats,
frequency ranges, and target
observability are examples of
capabilities that change dramatically
over the life of a weapon system.

.1 a ili Improvemen
In the past, a new capability often
required new displays. Multifunction
displays replaced separate instruments
becaugse we ran out of cockpit space.
Pilot workload became a limiting factor
in operating weapons systems orgginally
designed with single function avionics.
More computational power was added to
help the pilot with situation awareness.
And still more computational power is
needed now to automate functions.

Few weapons systems were originally
design for today’s environment in mind
either due to technology risk, cost, or
unknown threats. Government person
try to predict growth requirements, bLut
within 5 to 10 years, growth capability
is consumed by enhancements needed to
meet a new threat. A good example of
this. is the memory growth experience of
one of our fighter aircraft. In 1975,
it had 32K of memory. In 1979 it was
upgraded to 64K, in 1984 to 128K, and
now has 512K.

3.2 Supportability Improvements

Supportability includes the equipment
and manpower required to maintain the
weapons system. Modifications which
improve supportability are usually a
response to budget constraints. Low
reliability leads to high repair and
maintenance costs. Obsolescence is a
major problem because repairing old
technology becomes costly when parts are
no longer available. We resort to
restarting component production lines,
redesigning eguipment to use currently
available components, or developing new
equipment to keep old weapons 3ystems
operational.

2.1 intenan Phil h
Currently, aircraft are maintained
using a three level maintenance concept
- flight line (at aircraft with little
test equipment and few tools),
intermediate (local base facility), and
depot (regional repair facility).
Different types of test equipment are
used at each level. Reducing the number
of maintenance levels, amount of test
equipme: t and spare parts will reduce
support costs. This can only be done
when equipment reliability is reasonably
high. With this high zel{ability,
reduction to two levels of maintenance -
flight line and depot, or just one level
~ flight line, would reduce number of
people reguired to maintain avionics
systems. In the first instance,
avionics must be designed to be repaired
at the flight line, typically a remove
and replace philosophy. 1In the second
instance, a depot would not be needed,
egsentially a throw-away philosophy.

In the 70s we started using multiplex
busses which reduce wiring weight. Cost
reduction was the reason - lower weight
reduces fuel ~onsumption, allowed more
fuel for longer missions. Additionally,
avionics system reliability improved by
reducing the number of connections and
providing redundant data paths.
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However, there was no reduction in test
equipment ot manpower.

3.2.2 Availability Improvements

Availability is also a factor. The
newer gomething is, the less likely it
is to fail. If aircraft don’t break as
often, they will be ready when needed,
fewer spares will be required and fewer
maintainers need be trained and
supported.

3.3 Technology’s Contribution

In many cases, original avionics have
been replaced with more capable, more
reliable, lighter, and less expensive
avionics subsystems. Technology break-
through has provided these improvements.
New technology has fewer components and
requires less manual labor to build. It
has proven to be more reliable, thus
requires less maintenance. Much has
happened over the last 20 years.
Reliability is still improving and costs
are coming down, Thanks to use of newer
technology, computer aided design and
computer aided manufacturing.

3.3.1 Diagnogtics Improvements

19708 generation of avionics utilized
built-in-test (BIT) features designed to
identify avionics failures within a line
replaceable unit (LRU) and typically
signaled only which LRU had failed. The
additional circuitry required for BIT
increased complexity and reduced
reliabilty. Many BIT systems functioned
so poorly that only a group of LRUs
could be identified, requiring that all
related LRUs be removed and tested
individually at the local base facility.
Aircraft electrical interfaces were not
typically part of the avionics LRU
built-in-test equipment and had to be
tested separately.

New integrated circuits are designed
with built-in cdiagnostics, i.e., the
ability to test themselves. Large
complex bulky unreliable and expensive
automatic test equipment can be replaced
with suitcase testers or completely
eliminated depending on the level of
diagnostics designed into components and
systems. This single technological
breakthrough is the reason two level
maintenance philosophies are now
possible. Elimination of need for the
avionics inteimediate level repair shop
(AIS) is a goal of new aircraft avionics
systems programs.

3.3.2 _Software Improvements

In the past, avionics improvements were
accomplished us3ing hardware redesign, an
expensive lengthy process which seldom
kept pace with changing threats.
Equipment complexity further added to
the redesign problem. Modern software
driven digital technology promises
quicker upgrades through software
changes. Hardware changes, in most
cases, are not requirxed. Modern

software engineering environments will
be used to correct software
deficiencies, develop operational
enhancements, and test intexfaces. Yet,
complex systems will still require
thorough and time consuming validation
to ensure proper operation in all flight

conditions.
3.3.3__Packaging Improvements

Older avionics subsystems are packaged
as Line Replaceable Units (LRUs). Most
are convection or forced-air cooled.
Newer technology avionics will be
packaged as Line Replaceable Modules
(LRMs) and may be convection, forced-air
or liquid cooled. As a comparison, a
single (6 inch x 5.8 inch x 0.6 inch)
LRM may have capability equivalent to or
greater than an (8 inch x 20 inch x 8
nch) LRU.
LRMS will be needed to implement the
two-level or one-level maintenance
philosophy. LRUs protected electronic
components from gsevere flight line
environments in the past. LRMs must
provide the same and likely more
protection. These almost pocketsized
electronic gadgets are likely to be
roughly handled, dropped, dunked, and
exposed to electostatic discharge,
whereas LRUs were usually treated as
sensitive electronics boxes.

3.4 Minor Chance vs Major Change

How much of a change is economical? An
item manager must satisfy his user
within a restricted budget and typically
cn a problem by problem basis. Usually
only high priority or safety-of-flight
changes are made.

The addition of a new "dumb" bomb might
have no impact on aircraft hardware or
release mechanisms. As a minimum, new
aerodynamic parameters or release
computations in operational flight
software might be required in the stores
management system,

Sometimes modifications impact
peripheral equipment. Addition of a
guided weapon, smart weapon or new
sensor might impact the connector,
require additional wiring and/or fiber
optic cable, require new control
algorithms in operational software, and
require modification of other avionics,
for example, to provide navigation and
air data to the weapon. It 18 even
possible that newer weapons could even
impact flight control software. Impacts
on airrcraft power and cooling
capabilities must closely be controlled.

3.4.1__Technology Mix

0ld generation avicnics are removed from
an aircraft and replaced with new
components having 10 times the
reliability, and weighing less than half
the original avionics.

How two radically different
technologies can be mixed is one of the
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big questions.

Newer generatior avionics operate at
lower supply voltages and are more
gensitive to electromagnetic
interference, Digital signals within
new electronics could cause interference
with older generation receivers. Better
power filtration may be required when
new equipment is used on older aircraft.

Older aircraft often have inadequate
cooling for avionics systems. Although
a problem to overcome, new equipment
operates at lower power levels and may
reduce cooling load on other avionics
subsystems.

Where does modular avionics fit into
modifications of older aircraft?

Most avionics is designed to fit into
available space. If modular avionics
packaging technology were to be used,
remaining older generation avionics may
have to be moved to permit installation
of a rack for the modules. Long term
planning must be done to allow space for
other upgrade without impacting
completed modificaitons.

How does modular avionics systems
architecture (MASA) fit into a force
structure that might be made of up all
type of aircraft, i.e., fighters,
bombers, tankers, cargo aircraft, rescue
aircraft and command and control
aircraft all belonging to the same
deployable unit?

A force structure made up of many types
of aircraft today would require a set of
support equipment for each aircraft type
due to the use of different avionics
(and other equipment) in each aircraft.
Deploying such a force would be a large
effort. If common or standard equipment
were used across many aircraft, only one
set of test equipment (i.e. the common
denominators) would be required.

Is there not some point where it makes
sense that portions of the avionics
subsystems become interchangeable?

Form £it, function, and interface F3I
standards were seen as the appropriate
level of standardization in the 70s and
80s. 1In a sense, SA could also be
thought of as an F2I approach to
standardization. The MASA and JIAWG
concepts require that like modules
(built to the same functional
specification by different vendors) be
validated or certified as bsing
interchangeable. Whether F21 can be
accomplished or not must still be
demonstrated - the back up approach is
build-to-print standardization.
Upgrades of a particular avionics
subsystem or function across many
aircraft are potential candidates for
common equipment or components which are
interchangeable.

Upgrades of related avionics functions
on a single aircraft, such as
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communication or processing, are

candidates for common equipment or

interchangeable components when 3 or }
more subsystems are replaced by a

modular system. Studies have shown that ]
savings begin to accrue when the modular

components overhead becomes

insignificant (typically 3 or more

subsystems). A characteristic of

modular avionics is the ability to

utilize common or interchangeable

modules.

Consideration must be given to related
changes in space, cooling and other
interface modifications needed to allow
installation of a modular system.
Upgrades using modular avionics do not
reduce support € juipment requirements
for remaining unchanged avionics, thus
changing all communication or processing
provides a cultural change to the
support environment.

3.4.2 Standards

Years ago, the USAF attempted to create
form fit functional standards to allow
items like an inertial navigation system
to be used across many aircraft.
Differences in avionics suites,
interfaces and performance requirements
limited the success of that endeavor.
Current efforts within the Joint
Integrated Avionics Working Group
(JIAWG) may evolve an avionics suite
that can be applied to multiple
aircraft. 1n a sense, this work is
providing a means to upgrade older
aircraft using current technology. From
the Advanced Tactical Fighter (ATF) and
JIAWG, there will be a baseline set of
common avionics modules, which can be
used as building blocks to upgrade or
replace subsystems in older aircraft.
When not adequate, other models will be
developed. Modules designed for
multiple aiplications {(i.e. standard
modules) will eventually be added to the
"module super market".

Li gl

Originally, aircraft are design for a 20
year life cycle, but many are already
beyond that. The B-52 was designed in
the early 50s. The F-111s were designed
in the late 60s. KC-135s are a
derivative of the Boeing 707 which was
designed in the late 50s. It is
possible the KC-~135 aircraft will be ‘
extended to 2045. Due to high cost of
new aircraft, there is sgtrong motivation
to upgrade older aircraft. Currently
major retrofits are being planned for
KC-135, C-130, F-16 and F-15 aircraft.

The following is a list of research and
development projects and related
modification projects already planned.
The list changes daily, based on
budgetary and cther organizational
priorities.
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AF Projects)

R&D Mods.
Offensive Avionics 22 26
Defensive Avionics 26 48
Communication Systems 13 51
Navigation Systems 6 60
Identification Systems 5 1
Controls and Displays 4 16
Flight Control Systems 9 8
Status Monitoring 1 21
Computers and Software 7 7
Tech - Multiple Appl. 15 0
Avionics Modernization 3 10
R&M 5 0
Trainers and Simulators 9 11
Integrated Avionics 0
Total Projects 125 259

These projects cover various technology
areas and equipment including: paper
tape reader replacement, warnin

receiver improvement, new Identification
Friend or Foe (IFF) systems,
countermeasures, self protection
systems, Reliability and Maintainability
{R&M) improvements, Electro~Optical (EO)
systems, Laser, Directed energy weapons,
Side looking airborne radar sensors,
other radar component improvements,
modem capability, data transmission and
reception, automatic target handoff,
anti-jam & secure communication, covert
airborne communication, nuclear
detection capability, global positioning
system (GPS), microwave landing system
(MLS), satellite communication, helmet
mounted systems, fuel savings systems,
airborne data recorders, flight data
recorders, crash recorders, autopilots,
and target recognition. None of these
projects currently employ use of modular
avionics.

Predi n

Looking at our current inventory, it is
relativel¥ easy to predict that
modifications will be made to replace
unsupportable equipment. Reliability is
easy to measure. Repair and replacement
cost can also be monitored. Technology
revolution leaves older technology
unsupportable as quickly as § years
after introduction. Avionicsg systems
that are 10 or more years old are
becoming difficult to support.

It is more difficult to predict new
threats and required capabilities.
Damage tolerant flight control and
engine control systems are likely.
Flight controls may need to be coupled
to navigation information and
communication equipment to meet FAA
requirements for collision avoidance.
Previous studies have identified new
requirements for Gunship, a follow on
replacement for Wild Weasel based on
modificationsg to F-15s or F-16s;
embedded training requirements; special
forces aircraft requirements; a close
air support aircraft replacement for the
A-10; next generation tactical airlift
capability; aerial refueling concepts,
new tactical air-to-surface weapons

ot o > -

systems; farterm F-15, F-16, F-111, and
A~10 modernizations, and integrated
flight - crew systems - and cockpit
systems.

In either case, architectural features
are available to allow replacement/
upgrade in an orderly rather than
haphazard fashion. The 1553 multiplex
bus allowed this in the past. 1In the
future, backplane standards will control
physical and electrical interfaces and
allow replacement of unsupportable ox
obsolete modules or addition of new
capabilities with little or no impact to
the aircraft.

.6.1 Planning for Periodi rad

Those organizations responsible for
identifying development requirements
must consolidate need statements from
all users and identify similarities. By
grouping functional requirements,
communication enhancements of all users
for instance, a common item might serve
all and save development funds as well
as serve to eliminate incompatibilities
among weapons platforms. Reductions in
support equipment development and
training follow naturally.

The Avionics Planning Baseline Document
contains a list of ongoing and planned
modification over a 10 year period for
all mission design series aircraft. A
sort of this data shows modifications to
incorporate the following types of RF
systems on most US aircraft: GPS, Have
Quick, and MLS. Another sort shows
upgrades being made to many radar
systems.

Under the right political and economic
conditions, a modular avionics systems
architecture could be installed to
accomodate these and many future changes
in a synchronized, coordinated manner.

6.2 X. o
port Common Radar

Current weather radars used in C-130 and

others in other aircraft are becoming

difficult to support. Many were
developed along with the aircraft, eons
ago. Some have been improved, but

gemain dependent on an aging technology
ase.

~ Tanker Trang-

Currently, 1900 trangport/cargo
aircraftp have a radar with reliability
less than 300 hrs. A life cycle cost
comparison of a new radar versus
continuing support for older radar
systems indicates a break even in 9
yeags. The following assumptions were
used:

Development Costs = $15M

Unit Cogt - $150K

1900 Units

Two Level Maintenance Concept
One Depot

72 Hours/Month Operation

One year standard Warranty
MTBF of 750 hxs
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A new radar would have digital

technology, modular architecture, and

standard 1553 anc video anterfaces.

Such A radar could meet all usexrs i
current requirements. Rathex than spend .
development dollars to upgrade each type
of radar in each aircraft, one common
new radar could be developed at a
savings and be applied to all
transports. In the long run, the Air
Force will save money by eliminating a
radar with poor reliability, save money
by consolidating a number of upgrades
into one development effort, and by
applying this new radar to many

aircraft. Upgrades in the 90s wxll be
extremely sensitive to cost factors.
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Abstract:

The development of avionics through the application of
traditional MIL-STD-785, Reliabili

i ion, development
processes for Avionic Reliability, has proven to have several
advantages, disadvantages, and limitations. This process will
be contrasted with the Avionics Integrity process which is
based upon a knowledge of how the equipment is to be used,
the actual environments of the operating equipment and the
application of fatigue theory and life laws to design. The
process is based upon a detailed understanding of the
characteristics of the parts, materials and associated processes
used in its manufacturer, and the tailoring of the process
controls, inspection and test requirements. The outcome of the
process will be avionics with a minimum life that is dependent
upon the operational stresses applied. Additionally, a number
of conflicts associzted with the use of standard environments,
standard parts, the use of redundancy, who is responsible for
reliability, MIL-SPEC design criteria, Mean Time Between
Failure as a metric, and warranties are also addressed.

Introduction:

Avionics standardization has been developing over a period of
years to provide a functional capability for the United States
and our allies armed forces. Through the development of
standard avionic equipments, we have taken advantage of the
economics of manufacturing large numbers of equipment to a
single design rather than a few equipments from each of
several designs to perform a specified function. The net result
being a considerable cost savings. These economies also
apply to the support of the standard equipments through
provisions for spare units, piece parts and the support
equipment for one design rather than multiple designs.
Although there have been some development problems with
standard equipment, the large production quantities and
warranties have usually provided sufficient economic
incentive for the contractors to correct design and
menufacturing process shortcomings, and has generally
resulted in acceptable field reliability.

Requirements for many of the standard equipments in the
United States inventory have been developed in conjunction
with our allies, sometimes to international specifications.
Thus standardization has become an integral part of the way
we do business.

Standard cquipments are t; pically specified based upon their
functional performance and reliability at the line replaceable
unit or subsystem level. And the performance is based on
laboratory conditions rather than the instailed performance.
This has worked out reasonably well for standard equipments:
i.c. inertial navigation systems, Identification Friend or Foe

(IFF) systems, the Standard Central Air Data Computer and
HF, VHF and UHF radios.

An example of acceptable functional performance would be an
inertial navigation system which 1s essentially the same
whether 1t is installed on a fighter, cargo or commercial
aircraft. IFF systems and UHF/VHF radios, on the other hand,
are dependent on the performance of the Receiver/Transmitter,
the antenna pattems and insertion loss of the antenna cable.
The HF radio performance is dependent on the aircraft’s
antenna coupler/antenna design. The hmitations of the HF
instatlation is often accommodated by the judicious selection
of frequencies during day to day operations Unfortunately,
the reliability or durabthity of each of these systems may be
quite different depending upon how the equipments are used
and the working environments. The installation agency has
typically been thought to be responsible for making the
cquipments work in the aircraft, but this has resulted in
numerous disputes over who might be ultimately held
responsible.

The reliability requirement 1s stated as a minimum Mean Time
Between Failure (MTBF) and may be verified under
laboratory conditions to a specified confidence level. The
problem anses with the correlation between MTBFs
demonstrated in the laboratory and those experienced in the
field. The user and maintainer have multiplied the laboratory
demonstrated MTBF by a factor to adjust reliability
expectations for the particular field conditions. This type of
adjustment factor takes into account the logisticians
experience with similar equipments, the equipments
manufacturer, the individuals tolerance for risk and the
budgetary constraints. All these factors are used for
maintenance planning, determining how many spare units and
piece parts are to be purchased, and the manpower levels
necessary to support the equipment. Often the reliability of
similar equipment varies widely when installed on different
platforms (see Figure 1). The outcome of this process is
frustration for the users and maintainers. They have become
accustomed to these uncertainties and up to now have been
forced to accept them.

Historical Perspective:

There has been an interesting evolution in the way the military
and industry addressed reliability. It has involved a series of
decisions, cach of which were made for good reason with the
data available at the time. Unfortunately, these decisions
resulted in the formation of a series of disciplines or “ilities”
(reliability, maintainability, producibility, etc), a group of
engineers in both government and industry to service those
ilities. This in tum created a series of tasks and procedures to
be accomplished and a set of documents to be prepared The
ilities were procedure driven (often based on overly simplistic
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assumptions), requiring an inordinate amount of data, and
resulting in an inconsistent product.

Early on. aircraft had three basic systems which were
mechanical in nature: the aircraft structure, the engine and the
flight controls. Preventative maintenance was used to
preclude the failure of this critical equipment dunng flight.
The aircraft structure was covered with cotton or inen fabric
that detenorated over time, and it had to be replaced. When

t. is occurred, the aircraft was stnpped, and the structure
rebuilt to maintain safety throughout the hfe of the
replacensent cover. The engine was disassembled, inspected
and overhauled based upun a recommended time between
overhaul. Preventative maintenance was applied for military
awrcraft and was required by Civil Aeronautics Agency (CAA,
the predecessor of todays Federal Aviation Administration)
regulations for civil aircraft. Even though the basic design of
aircraft evolved (moving from fabric covered structure to all
metal monocoque design) the process continued for
commercial aircraft until the mid-1950s when they moved
toward the phased inspection process. The regulations
requiring annual and onc-hundred hour inspections still apply
for our general 2viatior. fleet.

After World War II, commercial aviation advanced vety
rapidly. During the late 1940s and early 1950s the airlines
observed that some (possibly many) of the required
nspections were being done for arbitrary reasons. United
Arrlines, working in conjunction with the CAA and the
aircraft/engine manufacturers, developed a procedure which is
known 1n the military as Reliability Centered Maintenance.
This included a logic process and a series of criteria Safety
Critical, Mission Critical, Major Economic Impact, and
Durability Cntical) that are based upon the consequences of
failure and can be used to select the appropriate maintenance
(preventative, corrective, or opportunistic) procedure for each
piece of airborne equipment. This logic process applies to
avionics, although not commonly implemented and is defined
1n MIL-STD-1843, Reliability-centered Maintenance for
Aircraft, Engines and Equipment published in February 1985.

The first avionics, airbome radios, were installed in the mid-
1930s. At this time, they were “nice to have,” but were not

essential to the performance of the mission. This attiude
continued through World War 1I and into the early 1950s,
when the Air Traffic Control System was established and the
operation of arrcraft during Instrument Meteorological
Conditions became common place. As a result,
communication and radio navigation equipment were then
considered mission essential. With the introduction of the
radar based weapons delivery system on the F-105 aircraft in
the mid-1950s, the avionics became Mission Criical. More
recently, avionics such as the fly-by-wire system on the F-16,
and Terrain Following/Terrain Avoidance systems have
become Safety Cntical functions. Avionics now constitutes a
third of the fly away cost of a modem fighter aircraft and
performing numerous mission and safety critical functions.

In the 1940s, Avionics, and their development processes were
in their infancy. Often the development process was urique to
the manufacturer, and possibly to the individual designer.
Some manufacturers characterized the life of their parts under
specified conditions, and reported the results in the literature.
Some designers did extensive thermal analysis in order to
minimize the degradation of their electronics (tube type
equipment operated quite hot). Still others did testing to
determine the failure rates of their parts.

During the late 1940 and carly 1950s, a series of specifications
for electronic parts were developed. They addressed
performance and test requirements, but not in a consistent
fashion. A consensus on the appropriate content and
verification procedures to be included in the piece part
specifications had not yet developed. In 1952, The Advisory
Group on Reliability of Electronic Equipment (AGREE)
Committee was formed to establish order. The committee was
made up of representatives of the Office of the Assistant
Sccretary of Defense (Engineering), the Office of the Assistant
Secret: ry of Defense (Supply and Logistics), plus the Amy,
Navy . ad Air Force. This committee worked on the problem
for five years and ultimately issued the AGREE Report in
1957.

The AGREE Committee report considered the application of
life laws, statistical-based reliability predictions and testing
techniques along with the application of preventative and
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corrective maintenance policies to avionics. However, the
committee ultimately recommended that life requirements be
defined as a Minimum Acceptable Reliability expressed as a
MTBF. They also recommended the establishment of
requirements for reliability tests using developmental models,
pilot production and production model equipments. The
report went on to recommend a major overhaul of the
electronic parts and components specification and
qualification process and supported government interaction in
the process. The report identified requirements for the
packagng ot electromc devices/equipment prior to storage or
shipment, mandated the application of corrective maintenance
and recommended the implementation a statistically based
reliability program.

These dectsions responded to the neec ior a solution that was
supportable within the existing technology and could be
implemented quickly. Over the past thirty years, since the
AGREE Commuttee completed their work, there have been
tremendous advances in the analytical tools and computattonal
power available. In 1957, the primary tool available to the
engineer was the shde rule. Main frame computers were just
entering service in the universiues and were not yet common
place in the industry; computer time was still carefully
rationed. The common use of a scientific hand held calculator
was still fifteen years away. Thus, by necessity, the methods
needed 1o reach a solution had to be rather simple by todays
standards.

Over time, the recommendations contained in the AGREE
Report evolved into the MIL-STD-785, Reliability Program

This document contains & senies of tasks, that were thought to
ensure that the resulting product would fulfill operational
needs. These requirements have been mandated for most
DOD procurements since the introduction of MIL-STD-785.

Inherent 1n the implementaton of the MIL-STD-785, the
reliability prediction procedure contained in MIL-HDBK-217,

jabili j j was mandated
(sce Appendix A for further discussion of the reliability
prediction procedure). With this understanding, the hife testing
and part charactenization efforts that some manufacturers were
accomplishing ceased, since it was no longer considered
valuable by their military customers.

MIL-STD-785

+ Activity (Task) Orientation
+ Assumes Failures are Random

» Mandates Corrective Maintenance

+ Functional Performance Protected by
Redundancy

» MIL-Spec Environments
- MIL-Spec Processes

« Qualification Based upon Statistical Sample
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There has been considerable discomfort with R&M and the
way it is applied to our programs, the effort involved, the cost
of the effort and the inconsistency of results. However, few of
us have taken the time to understand how the R&M prograin
evolved, its implementation, 1ts impacts on the product and the
government/industry motivations

Appendix A addresses several of the R&M Program tasks,
the:r background, and the problems with their application to
modem avionic systems. This should provide an
understanding of the R&M Programs short comings and why
it does not consistently yteld a product that satisfies our users
needs and outlines several reasons a major change in direction
is needed.

Avionics/Electronics Integrity Program (AVIP)

Aecronautical Systems Division (ASD), the largest of the US
Arr Forces acquisition divisions, has implemented a systems
engineering process for the development of avionic and
electronic equipment. The process is based upon their
experience with the Awrcraft and Engine Structural Integnty
Programs (ASIP and ENSIP) which have proven to be very
successful in achieving functional performance and protection
safety. These programs are based upon an understanding of
the stresses and related stress cycles the aircraft or engine will
experience over its operational life, They examine the physics
of failure and works towards a design process whose objective
1§ to preclude in-flight failure rather than limiting the failure
rate. Both ASIP and ENSIP involved major changes the logic
process used dunng design. ASIP was initiated in response to
a series of in flight structural failures which resulted in the loss
of the aircraft, and all too often to the loss of life. ENSIP
applied the same logic process, tailored for application to
aircraft engines.

Traditional Reliability and Maintainability (R&M) and AVIP
are similar 1n that their objectives are the same:

To focus attention on the need to improve reliability.

However, there are several significant differences as outhined
n Table 1 below:

AVIP

 Process Driven
* Recognizes Failures are Deterministic
Based on Cause and Effect Engineering
« Allows Preventative Maintenance
Options
- Opportunistic
- Comective
+ Functional Performance Protected by:
- Design
- Maintenance Procedurcs
- Redundancy
« Installed Environments
Freedom to Select Processes that Fulfill
Functional and Life Requirements
« Qualification Based upon Accelerated
Life Test

Table 1

T
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The AVIP development process begins with a detailed
understanding of how the equipment will be used 1n operation
and the ramufications of the various support decisions. This
not only includes the number of operating hours, but such
usage factors as the number of urn on/off cycles, mode
changes or transmut cycles, etc, that affect the hife of the
equipment. The process also necessitates an understanding of
the environments the equipment will experience as a part of
the manufacturing and testing process prior to delivery, dunng
transportation, while installed in the aircraft (both on the
ground anc. in the air) and while being repaired. Environments
that are addressed include electromagnetic interference and
electric power variations, as well as the usual temperature,
altitude, vibration, humidity, sand and dust, etc. This allows
the designer to take 1nto account the cumulative effect of the
stresses and stress cycles the equipment must endure over it’s
operational life.

Matenals Charactenization is a term used to describe the
development of a fundamental understanding of the properties
of each of the materials and parts that are to be used in the
design, their failure mechanisms and the effects of allowable
variations (chemical, metallurgy, dimensions, flaws, etc..) in
those matenals. The process recognizes that failures are
largely deterministic in nature Failures occur as a result of
the products physical configuration, the stress concentrations,
the magmtude and location of the flaws allowed in the
product, and the cumulative damage from the stresses and
stress reversals that occur over the equipments life,

The fatigue life of these materials is. in large part, determined
by the metallurgy and physical dimensions at locations such as
solder joints, plated through holes, vias and interconnects
within printed wiring boards lead wires, etc2. Within the
clectronic parts, fatigue is also the life limiting failure
mechanism of the attachment of the silicon chip to the case®.
The life of an aluminum conductor internal to the part is
determuned by the impurities within the aluminum, the grain
structure of the aluminum, barrier metals, the cross section of
the conductor as well as current and temperature stress®.
These characteristics are in tumn determined by the application,

manufacturing process and the dimensional tolerances. Time
dependent dielectric breakdown is again controlled by the
material properties, physical dimensions and allowable time,
temperature and current stress’, There are postulated hfe laws
in the literature for each of these failure mechamsms.
However, none of these life laws have not been endorsed by
the industry as a whole. A great deal of work has been, and
continues to be done evolving these models.

During the design process, more emphasis is needed in the
application of material characteristics to design. Examples
nclude: coefficients of expansion, fatigue life, arcing and
cracking of dielectric materials, strength, etc. These
characteristics, and the process controls that are applied during
manufacture to protect jife, should be used to establish design
criteria that will be applied during design. This understanding
will warrant greater freedom 1n the selection of parts, materials
and processes; thus allowing relief from many of the
government mandated specification requirements such as
those contained in MIL-E-5400, MIL-STD-454, etc.

The design team is expected to ensure that fundamental

mechamcal and thermal analysis are accomplished prior to the

release of drawings, when changes can be incorporated with N
relative ease. This may well be an iterative process, ensunng

the design fulfills each of the required design constraints.

The application of fatigue theory to the design may also allow
the implementation of a preventative maintenance policy to
address many, if not all, of the failure mechanisms that might
occur. Many of the basic analytical tools, such as those
addressed in Mr. Dave S. Steinberg’s books, Cooling

Techniques for Electronic Equipment and Vibrauon Analysis
for Electronic Equipment. These tools have been available for

almost twenty years, and have been applied by some designers
as a normal part of their design pructice. They are also
frequently applied after the fact when equipment encounters
problems with required tests or duning operation. These tocls
should be used to avoid problems, rather than fix problems
when the development schedule is in jeopardy and design
alternatives are limited.
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Mr. Steinberg, in his paper Tools Available for Implementing
AVIP (Attachment B) offered an analytical hfe prediction
approach that can be accomphished using a hand held
calculator for lead wires and solder joints. New, computer
aided design tools are becoming available which will make the
analytical effort less time consuming, more user friendly and
allow more aggressive designing.

Development of the manufacturing processes, process limits,
environmental stress screen/proof tests when appropriate, and
nspection/verification techniques are an integral part of the
development effort. The effectiveness of the manufacturing
process limits, quality controls, life charactenstics and the
over all suitability of the design will be demonstrated in an
durabulity life test using combined environments, simulating
operational use (turn-ons, mode changes, repair cycles, etc.)
and applying the proposed maintenance procedures over the
life of the equipment. The test may also replace major
portions of the traditional engineering qualification test by
including excursions to the extreme environmental limits in
the test profile.

The remaining environments not addressed by the accelerated
life test should be demonstrated by initiating the appropriate
portions of a traditional engincenng qualification test. Only
after satisfactory completion of the verification process, and
the demonstration of operational utility, will the equipment be
ready for production release.

Since the equipment has been designed using a fatigue theory,
and our users are always changing the way they use their
equipment, one can then apply the same analytical tools to
adjust the life expectations, maintenance intervals, and
anticipate the need for modification before an unsupportable
situation results. This can be achieved by repeating the key
analysis done during design, but with revised design usage and
environmental data. This analysis could be incorporated in a
life management computer algonthm which would allow the
supporting community to keep track of the life expended by
the equipments over time, and facilitate the orderly
management of the equipment based upon technically sound
criteria.

The application of the AVIP in conjunction with a system
engineering development process provides the equipment
manufacturer much more freedom than has been allowed in
the past. This includes the opportunity to establish the dates
for major program milestones such as Systems Requirement,
Preliminary Design, and Critical Design Review. The
manufacturer is also relieved of much of the government
mandated specification tree (how t0’s) and documentation
requirements. The output of the process (within the
manufacturer’s capability to understand the failure processes
and the ability to control the key material parameters), will be
avionic equipment that has a known minimum life with a
given design usage and environments.

The basic requirements for the Avionics Integrity Program are
contained in MIL-A-§7244 which is a performance
specification written in MIL-PRIME tormat. A MIL-PRIME
specification is structured in a way that requires tailoring, and
has attached a handbook which guides the user through the
tailoring process. Each of the requirements contain & blank
that may be filled in by either the procuring activity prior to
the release of the solicitation, defined by the offeror as a part
of his proposal, or determined as a result of a task (analysis,
survey or test) that is to be accomplished as a part of the
contracted effort.

The offeror is encouraged to tailor the draft Statement of
Work, provided as a part of the solicitation, to include any
tasks required to complete the specification, and to include in
the Systems Engincening Master Schedule (SEMS) the
milestone indicating when the task will be accomphished. The .
SEMS is an event-driven document where the contractor

establishes critena for the satisfactory completion of each

major program milestone. For example, at the Critical Design

Review, the contractor might commit to the completion of a

fully released drawing package, completion of thermal,

vibration, fangue analysis, the availability of draft test

procedures, etc.. Before these milestones can be considered

complete, an agreement must be reached between the

contractor and their customer.

The procuring activity evaluates the various offeror’s
proposal, and makes a selection based upon pre-established
standards. Thus, the offeror is made an active participant in
the requirements definition process, has developed ownership
of those requirements, and is expected to successfully
implement the process after contract award.

The application of the AVIP design process allows one to
me+re toward avionic designs that wall operate for a
predictable period of time, number of cycles, or other
measurable characteristic with a reasonable probability of
success. This makes it possible to move from an on demand
(corrective) approach to maintenance to a preventative or
opportunistic maintenance concept where appropriate. The
decision process should be based on the consequences of
allure: safety, the ability to accomplish the mission and
cconomics. The decision process for airframes and engines 1s
contained in MIL-STD-1843 can be applied to avionics as
well.

Thus, the Avionics Integrity Program embodies and effecuve
systems engineening process which, when applied, will result
1n equipment that fulfills both functional performance and life
expectations, and can be effectively managed in the ficld.

General Discussion of Conflicts:

Any effort to change the way one does business can not occur
in a vacuum. AVIP has to be incorporated in a way that
allows it to be accommodated within the existing framework
of policies, procedures and regulations where possible.
Unfortunately, such an approach involves compromiscs, raises
potential conflicts and hurdles that need to be addressed and
surmounted. At times, it requires making compromises,
incorporating some new concepts while delaying the adoption
of others, all the while applying consistent pressure to embrace
the total process. Both ASIP and ENSIP experienced a similar
birthing process and took over ten years to complete.

Each of the individuals and organizations affected by the
change has a different perspective which results in conflicts.
It should be recognized that the AVIP process and each of the
practicitioners (both organizations and individuals) will under
go a series of changes as the implementation matures. It
should be recognized that organizational inertia will tend to
maintain the status quo no matter how badly the change is
needed. However, consistant managerial support and sound
engineering will prevail.

As one looks at the change from the acquisition communities
perspective, there are several difficult problems that must be
addressed. There are those who believe that if the decision ’
makers would issue a written policy, the change would be
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accomplished with relative case. Others believe the
individuals who are to implement the process have to “buy
into” or “take ownership” of the process or the process will
farl. The process has to evolve over time, to be tailored with
cach new application in order to take advantage of unique
experiences offered by each new participant.

From a program managers point of view, he wants 10 know
how the process can he implemented with the available
resources and time constraints. He also needs to understand
that engineering is committed to provide the needed technical
support, and he must feel comfortable that the engineers
comprehend what 1s being asked of them. There is a need to
know that the product will be accepted by the user, the
supporting command, and that the process will be adopted by
the industry. Further, he needs to feel comfortable with the
way the product will be evaluated during independent and
operational testing.

The engineers and logisticians are concerned that process may
not be sufficiently mature to warrant its application. They
want to feei comfortable with therr staffs’ skills (or their
ability to develop them), and that they are prepared to buy into
the concept, their new roles and responsibilines. The
logisticians arc also concerned that the process uses different
metrics, unfamiliar ones, which cannot be used dirsctly in
their current Logistics Support Analysis process. They are
botherec by the thought of preventative maintenance on
avionics which runs counter to thirty plus years of experience.

Procurement is anxious to leam how requirements can be
adequately defined in contractual terms, how offerors can be
airly evaluated, how the effort can be appropriately priced and
that the effort has a definitive conclusion.

The users of standard avionics include the US Air Force
(Sirategic Air Command, Tactical Air Command, etc.), Army,
Coast Guard, Marines, Navy and allies. They need to feel
comfortable that the product will fulfil their needs, that they
can accommodate the necessary changes in the way they
operate and maintain their systems, its effect on their
maintenance planning, manpower needs and readiness.

From an industry stand point, the aircraf’. primes want to
understand what they are being asked to do, that their staff has
or can develop the skills necessary to do it within the time
available, that the necessary information and tools are
available and that thetr suppliers arc capable and willing.

From the original equipment manufacturers (OEM)
standpoint, they want to fec! comfortable that their staff has
the skills necessary to accomplish the effort, the time allowed
1§ reasonable, they can accurately cost the effort, the selection
process will be fair, the risk acceptable, their suppliers will
support and that their participation will not adversely affect
future business.

The part vendors are concerned that their participation will
necessitate the release of information on their processes,
information that proprietary, information that has provided
them a competitive cdge, and that leakage to their competitors
will not occur.

Specific Conflicts:

Standard Environinents verses Specific Design Usage,
Installed Environments, Storage, etc,

The environmental requirements for standard avionics are

established by reference to MIL-E-3409, Electronic

Equipment, Aerospace, General Requirements for for Class 11 i
equipment and MIL-STD-810, Environmental Test Methods
and Engineering Guidelines. MIL-STD-810 defines specific
test requirements or vibration, shock, humidity, sand and dust,
ctc. which have been used for the engineering qualification of
the avionics. Earlier versions of MIL-STD-810 contained
hmits for vartous environments (i ¢. vibration) for different
categories of environments such as “uninhabited fighter”,
“mhabited cargo”, etc.

The current release of MIL-STD-810 instructs the user to
determune the environments at the installed location for the
equipment and use the installed environments during test, but
provides default values for the previous categories. Often,
these default values are used. This practice has resulted in
numerous problems when the equipment is actually integrated
nto the aircraft. Several progam offices at ASD have
encountered instances where the environmental requirements
contained in MIL-E-5400 and the default values in MIL-STD-
810 have been greatly exceeded, resulting in major reliability
problems, long program delays and cost growth.

An example of this type of problem occurred with the
LANTIRN (Low Aftitude Night Targeting Infra-red
Navigation) System. This system was developed using the
environmental conditions now identified as default conditions
in MIL-STD-810 as the design requirements. When flight
testing began, an inordinately large number of failures were
encountered on the Navigation Pod. The preponderance of
these problems resulted from the failure of solder joints
attaching leadless chip carriers to the printed wiring boards
due to exposure to vibration and acoustic noise. When the an
instrumented pod was instalied on the F-16 and flight tested,
the actual environments excceded those called up out in MIL-
STD-810 by more than10 db. These problems placed the
program in jeopardy of being cancelled. Correcting these
problems resulted in & major schedule slippage with an
attendant increase in cost. To alleviate this problem, a
complete mechanical redesign of the printed wining boards
contained in several line replaceable units was necessary. A
highly automated manufacturing process with very close
statistical process contro! was established in order to achicve
the nceded consistency in the product. With these problems
being resolved, the resulting system performed extremely well
as demonstrated dunng the Persian Gulf War.

When equipment 1s designed based upon the design usage, and
the installed environments, as addressed by MIL-A-87244,
these problems are avoided. However, this task involves
technical, managerial and contractual challenges. Often, a
survey of the environment was not accomplished during the
flight test of the aircraft or the data can no longer be found. If
the data is available, it may no longer be appropriate because
the environments may have changed as a result of aircraft
modifications. Changes in the avionics suite may result in
different heat loads on the cooling system, ambient
temperatures in the avionics vays, resonant frequencies of the
mounting shelves as the mass of the equipment changes, etc.
Thus, one should understand the limitations of avaitable data.
However, the data is worth considering.

When standard equipment is bought, it is typically purchased
from an avionics supplier rather than an aircraft prime. The
aircraft prime may have useful data which is not available in
government archives. In this case, the avionics supplicr could
purchase the data from the aircraft prime as a part of the
development effort.




There are also analytical techniques that are used to estimate
the environments in a new aircraft before 1t is ever built.

These techniques take into account the rigidity of the aircraft
structure, proximuty of the equipment to rotating machinery
such as the engine, the operating frequencies of the machinery,
lever arms about the center of gravity, etc. These analysis
techmgques could be used for retrofit applications as well. The
aircraft pnme contractors are well versed in the application of
these techniques

Rome Air Development Ceater has developed a Time-Stress
Measuring Device that can be ir~talled at a estimation of the
environments. The first generation of these devices are about
the size of two packs of king size cigaretics, has a self-
contained battery, and can store several weeks of data. These
units have been tested on A-7 and A-10 arrcraft. With the
cooperation of the user, similar units could be installed on
operational arcraft and the data collected, This data could
then be extrapolated to the limits of the aircraft operating
envelope and atmospheric conditions and used for design.

For the Mark XV Combat Identification System, the
government recognized that Line Replaceable Units would
move from aircraft to aircraft over their life. Using
engineering udgement, a series of core aircraft were selected
that were thought to be most representative of the total fleet.
The environments in these vehicles were then used to develop
a composite environmenta? profile that was to be used in the
Mark XV design and verification process. When the
equipments are installed on vehicles which were not a part of
the core, the modification agency woulid be required to ensure
that the installed environments are no worse than those
verified for the core platforms, or modifications accomplished
to bring the environments within hmits. It 1s also possible to
install the equipment and accept the risk that acceptable life
charactenistics will not be attained (basically, this is what is
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done when one uses MIL-E-5400 requirements and MIL-STD-
810 default conditions today)

Standard verses Application Specific Parts: .

Another source of conflict results from the imposition of the .
order of precedence of MIL-Specs contained 1n MIL-STD-

454, Standard General Requirements for Electronic Equipment

and the MIL-STD-965 Parts Control Program (see Appendix

A for further discussion of parts control procedures) These

requirements direct the use of sta.:lard parts in the design, and

manufacturer of avionics. Standard parts are manufactured

and tested in accordance with government published general

and detail specifications such as MIL-M-35510, General

Muluary Specification for Microcircuits.

These specifications are structured to promote multiple
sources for each standard device type. To this end, many
fundamental characteristics of the devices allow very wide
hmuts/tolerances on key parameters and some may not be
addressed at all. The intent is to permit parts from different
vendors, using different materials and manufacturing
processes to supply parts under the same standard part number
that are supposedly interchangeable. The process of
coordinating the detail specification between several supplicrs
results in a least-common-denominator set of electrical
parameters. Allowed variabilities include die attachment
materials, bond wire materials, diclectric layer material and
dimensions, etc. As an example, the vanations allowed in the
mechanical configuration of a Dual In-line Package (DIP)
microcircuit per MIL-M-38510, includes three different lead
frame configurations (see Figure 3), eight different base metal
alloys for the leads frame and four different lead plating
structures.

Figure 4 shows the allowable dimensional allowable variations
of the lead frame configurations for a DIP.

Bottom Brazed &ldo Brazed
Allowed Vanability Within M1l-M-38510H
Figure 3
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Mil Spec Tolerances Cause Life Vanability
Figure 5

Figure 5 depicts the effects of the variability allowed in the
lead wire/lead frames of MIL-Spec parts. The calculated
vanation 1n the fatigue life resulting from the 10 percent
tolerance of a circular lead wire such as those used on a
transistors, resistors and capacitors varies by a factor 0. 13 to

1 The lead frames for integrated circuits contained in both the
flat pack and DIPs encounter both bending and twisting
motions as the pants are subjected to temperature cycling and
vibration. For a flat pack manufactured with the maximum
allowable and minimum allowable dimensions, the fatigue hfe
can vary by a factor of 3300 to I 1n bending mode. Sumlarly,
the fatigue for a DIP can vary by a factor of 70, 0 to 1 for the
configuration shown 1n Figure 4. In this case, the allowable
vanation in fatigue life of these leads exceeds the total number
of major thermal cycles that avionic equipments would be
expected to experience over its life when installed on a
modern fighter atrcraft such as the F-16. The situation
becomes much worse when the other allowable lead frame
configurations and materials are considered.

When ordering standard parts, any of the allowed variations
may occur in the delivered product. Because one production
lot exhibits appropriate functional performance and life
charactenstics in a particular applicatton does not ensure that
the neat lot from the same manufacturer or a part with the
same part number from a different manufacturcr will also meet
expectations.

There has been a trend to use more and mo ¢ ¢ pplication
specific parts within new avionic designs in order to achieve
the required functional performance within the avaable size
and weight constramts. As the implementation of AVIP
progresses, there will be increased pressures to use more and
more application specific parts. To some degree, this allows
the customer to take greater control over the parts that are
purchased. However, part vendors may resist this increased
customer involvement for several reasons. st of all, the
OEMs have been asking for a great deal of information with
out understanding how they were going to use the information.
The part vendors are reluctant to provide detail on their design
and manufacturing processes without a clear understanding of
how 1t is going to be used. Further, they are concerned the
requested information may give away secrets that are the key

to their competitive edge. There may be some relief from this
concemn as the Qualified Manufacturer List concept which has
been mtiated by RADC and DESC by making the part
vendors process control data visible.

Redundancy verses Robust Design and Preventative
Maintenance

Traditionally, redundancy has been uscd to protect safety and
mission reliability. With the mmplementation of AVIP,
redund-cy is required to protect safety cntical functions,
while robust design and preventative maintenance 1s used to
protect rmsston reliability. Although redundancy is required
1o protect safety, the level of redundancy (dual, triple, quad)
may be reduced. This however is now and will continuc to be
an emotional tssue.

Historically, our aircraft have used two or more radios, which
are in part, used to communicate with different command
posts, air traffic control facilities, airbome tankers, etc.; but,
are also used to ensure misston rehability in event one of the
units far. Many of our aircraft contamn triple redundant
wnertial navigation systems, whose sole purpose is
accommodate the failure of one or more of the systems. The
Internationat Civil Aviation Organization (ICAQ) mandates
riple redundant navigation systems for operation n the trans-
Atlantic track system.

Conflicts occur when advocates of the AVIP process suggest
that mission reliability can be protected by preventative
maintenance and robust design rather than redundancy While
there is still a great deal of disbelief, these concepts will
become more and more acceptable as program successes
become visible, as well as continuing pressures to reduce the
size and weight of our avionic systems.

Redurdancy can protect mission reliability and safety from
random farlure events, but it can not protect from fatigue
farlure mechanisms. ASD recently procured a triple redundant
digital flight control system for one of our aircraft. Each of
the triple redundant computers were installed in a single
enclosure, and thus would experience the similar stresses and
stress reversals overits hfe. Each of the computers contained
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a transistor lead wire that was fatigue sensitive. Thus, when
one fatigue failure occurs, the other two computers are likely
to fail shortly thereufter. Fortunately, 1n this stance, the
fatigue sensitive part was located m a bualt 1n test circuit and
thus had minitaal effect on safety. However, if this design
error had occurred, and had not been discovered before the
start of flight test, it could have easily resulted in the loss of all
three computers during a single flight with the loss of the
aircraft and the possible loss of the aircrew.

Whose Responsible? Reliability Engineer or Designer?

The adoption of the AVIP approach to design requires
significant changes in the roles of the electronic design, R&M,
manufacturing and test engineers. The organizational
structure also requires change to ensure the process is
effectively implemented. Figure 6 ilustrates the typical

‘ Director

of
Engineering

System Program Office (SPO) organizauc . al structure that
has been 1n place at ASD for the last twenty years or so.

The engneering structure within the SPO has usually
organized as shown in Fagure 7.

With this structure, the avionic engineers have direct
responsibility for functional performance from the ouzset, but
they have not been responsible for R&M, manufacturing nor
test. Responsibility for these disciplines rests with other
organizations which are “down the hall.” For example, if a
difference of opinion should arise between the avionics
engineer and the R&M engineer, that problem would nse in
the line organization to the Director of Engineenng, the
individual with the total engineenng responsibility for a major
weapon system, before resolution could be achieved. Such an
organizational structure ter.ds to suppress all but the largest

Chiet, Systems Chiet, Flight

Chiet, Sopport Chief, Avionics

—Comptuter Resource
Focal Point

Engineer Systems Engineer | | Systems Englneer | | Engineer
LReuabllny [-Flight Control Testabflity adar

l-Standard Parts -Aerodynamics upport Equipment avigation
—Maintainability -Propulsion Training ommunication
-Producability FAfrcratt Structure omputers
-Quality ch.ss Weapon Delivery
—ntegration Mechanicul Systems

System Program Office Engineering Organization (Typical)
Figure 7
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problems. However, as the development proceeds, and test
begin, the avionic engineers 1nhent the problems. They have
to deal with the changes necessary to resolve “ihity” problems.
By in large, the industry has mirrored the governments
organizational structure in order to streamline their customer
communications

With the implementation of AVIP, the avionics engineer
within the SPO and the design engneer i industry has been
asked to take on the responsibility for the total design,
including hfe charactenstics, manufactunng, etc. This
involves tearing down some organizational, technical,
educational and cultural barners.

When the design engineer steps up to his new responsibilines,
he wul involve himself in 1ssues that have been the private
domatn of other organizations and their specialists When he
does this, he will encounter friction resulting from the
speciahists percerved loss of status, the necessity to learn new
technical disctplines, and ultimately to deal with the threat to
the sp=cialists function. Further, the R&M, manufacturing
engineers, etc speak different technical languages, which will
require a concerted effort from each engineer to overcome.
Often, the specialists will feel that the avionics/design
engneers are unprepared to deal with their new
responsibilities, they don't have the experience, the education,
etc. It will be smd: “They simply don’t understand.”

There will be feelings of 1nadequacy and distrust from the
avionics engineers and specialists as well. In order to
overcome these difficulties, 1t will require patience, sensttivity
to feelings, effective tramning and a lot of encouragemer*
Posstbly the most difficult part of the transformaunon is making
the change while applying the process under schedule and cost
pressures. It should be recognized i +. . 3ssinnot
something that will occur over mght or on a single program. It
will evolve with a change in focus and 2 commutment to make
it work through mncremental changes. Organizational changes
will occur naturally.

MIL-Spec Design Criteria Verses Manufacturer Unique
Criteria

MIL-STD-454, Standard General Requirements for Electronic
Equipment, and MIL-E-5400,Electronic Equipment,
Acrospace, General Requirements for contain a series of
detailed requirements dealing with matenals and processes
that are acceptable for use 1n the manufacturer of mulitary
electronics. Both of these documents reference a myriad of
additronal specifications and standards which reference more
requirements, which reference more requirements, ad
nauseam. As one proceeds through the specification tree, the
number and level of detailed requirements grow into a totally
unmanageable situation. As a result, it has been mandated that
the individual prepanng the specification is required to
wdentify only the specific requirements that apply to a
particular development. Often the contractor 1s instructed to
use the remainder of the documents as a guide, although this is
of htile consequence from a contractual standpoint.

Most of our contracts also contain a task to derate the
electronic parts that are included in our electronic equipment
such that they operate well below their maximum rated himits,
presumably to ensure that reliabality requirements are
achieved. Cnteria for derating have been documented in
AFSC Pamphlet 800-27, Reliabiluty Parts Derating Guidehnes,
dated June 1982 or USAF activities and NAVMAT AS-4613,
Naval Air Systems Command, Department of the Navy
Application and Derating Requirements for Electronic

Components, General Specification For for USN applications

"These cnteria focus primarily on the limitation of the junction

temperatures of semiconductor devices and power dissipation

of other devices. The cniteria was established using industry !
nput, and ta-ces mnto account what some of the more
successful design teams have implemented. Often, these
cnitena have been mandated by contract.

With the application of AVIP, the contractors are being
relieved from tnany of the traditional government mandated
matenal and process requirements which the industry has
complained about for years. It1s expected that the industry
will step up to their responsibilities, use the knowledge
developed throughout the development process, and produce a
product that fulfills the users expectations without this sort of
government “help”. He 1s expected to use the government
spectfications and standards, industry standards, the techmcal
literature in order to establish standards that will be effective
n his manufacturing plant using his processes and people.
Obviously, this will require rising above past adversanial
relationships, dealing with each other faurly, aveiding taking
advantage of short term personal gains and developing long
term trusting relatonship betweenr the customer and the
supplier.

MTBF Verses Maintenance Free Operating Period and
Cumulative Maintenance Burden

Since the publication of the AGREE Report, MTBF has been
the accepted approach for stating rehability requirements for
avionic equipment. From a standardization standpoint, with
he concept that one black box meets all needs, the notion of a
single reliability number 1s quite attractive. However, this
leaves the practitioner in a quandary of relating the required
and demonstrated reltability to the reltabality that will be
achieved in the ficld, Each of us have recogmzed there 15 no
single reliability number that will apply umversally to all
applications. The avionic equipment invariably manifests
different reliabiities 1n each aircraft model (1.e. C-130), and
often with different series (AC-130H) within the basic model
series. Sometimes reliability varies with different operating
bases and possibly different aircraft within the fleet Over the
years, the logistics community has come to live vath the
suation, and has developed a management planning process
(Logistic Support Analysis)’ using the predicted MTBFs and
fudge factors to deal with the provisioming of the equipment
and establishing the manpower and training requirements to
ensure support.

With the application of AVIP, we are now offering to the user,
equipment with rehiability defined by a different metric— .
minimum life, time to first maintence event or Maintenance
Free Operating Period (MFOP) with a specified set of
environments and usage. This recognizes that the equipment
will have different life characteristics in each application, and
that one can adjust those hfe expectations based upon the
stresses the unit encounters in service. It has been the
suggested that one might want to record the stresses dunng
equipment operation so that one can perform preventative
maintcnance before it fails thus precluding it failing on the
vehicle. Based upon past experience with the use of elapsed
tme indicators and the use of manual data collection
techniques, there is a mind set that suggests that tracking these
stresses can be a very difficult, if not an impossible task. It
will involve a large expenditures 1n manpower. Fortunately,
the technology available today can be used to mechantze this
data collection ffort.

|

There is also a conflict with the conventional wisdom that: “If




it ain’t broke, don’t fix it!” There 15 some justification for this
position since the repair pmcess have been mandated rather
than developed and veri  :d as a part of the development
process. Assuming th .epair processes are charactenzed and
well understood (the same as manufactuning process), this
situation can be allewsated.

There 15 a need for a tailoring of the LSA process or possibly a
translation from the AVIP metncs to a MTBF, This
translation could be used for solving queing problems inherent
to the LSA process.

Contract for Warranties Verses AVIP Plus Warranties

There are those who suggest that one need not require and
monitor a development process since warranties protect the
governments interests. There are fundamental problems with
an approach that does not allow the customer the opportunity
to intercede if necessary. The customer can not afford to have
2 program proceed on a course that will result in failure
without visibility in its progress, only to discover that the
hardware 1s poorly designed when tests begin, Thus the
process is necessary from a both a technical and management
standpoint, warranties are optional.

This is not to say that warranties have not had value. They
have often been marketed as Reliabality Improvement
Warranties, although they have fundamentally been pnced as
intenim support contracts with punitive actions resulting if
reliability or turn around comnmtments are not met. Further,
they address only the cost of reparr which is a smatl portion of
the total cost of a failure. The cost of a fatlure includes the
opportunity costs resulting from the loss in availability of the
aircraft, the lost mission, fatlure to meet training objectives,
the manpower to verify a failure, remove and replace the unit,
pack and ship the unit to the factory for repair, return shipping,
and the investment cost of the unit while it is not available for
use. There 15 no substitute for the application of a disciplined
systems engineering process.

Conclusion:

The implementation of the Avionics Integrity Program 1s an
idea who's time has come. It is time to move fro.n the
traditional approach of R&M to a more disciplined
development process. The avionics will exhibit more
predictable life characteristics, based upon the operational
usage and environmental stresses encountered. The process
provides the capability to adjust life expectations as the
equipment is used differently, used on different platforms, or
different locations with different environments on similar
platforms. This will al’ sw v = application of preventatve,
opportunistic or corre *ive  .aintenance policies based upon
the consequence of failure and economic considerations. The
process can be applied for both large and small production
runs.

Thus, the apphication of AVIP takes advantage of the
economies of scale and the application of preventative and
corrective maintenance support options to achicve the
maximum war fighting capability for the minimum
expenditure of assets. This, AVIP supports the
standardization objectives, and maximizes our users war
fighting capability
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Appendix A
MIL-STD-785 Development Tasks

MIL-STD-785 delineates a senies of activities or tasks that are
to be accomplished duning a development program

MIL-STL-785 Development Tasks

Reliability Program Plan

Monitor/Control of Subcontractors and Supphiers Program
Reviews

Failure Reporting, Analysis, and Corrective Action System
(FRACAS)

Failure Review Board

Reliability Modeling

Rehability Allocations

Reliability Predictions

Failure Modes, Effects and Cnitically Analysis (FMECA)
Sneak Circuit Analysis (SCA)

Electronic Parts/Circuits Tolerance Analysis

Parts Program

Reliability Critical Items

Effects of Functional Testing, Storage, Handling, Packaging,
Transportation, and Maintenance

Environmental Stress Screen (ESS)

Reliability Development/Growth Test (RDGT) Program
Reliability Quatification Test (RQT) Program

Production Reliability Acceptance Test (PRAT) Program

Unfortunately, only limited guidance 1s provided on how the
tasks are to be time phased, and this guidance 1s contained in
MIL-STD-1521, Technical Reviews and Auduts for Systems,
Equipments, and Computer Software, which defines the
requirements for the various program reviews. Wathin the
broad guidance provided, the time phasing of the effort is left
to the discretion of the reliability engineer to define with the
concurrence of program management. Since the MIL-STD
defines tasks rather than a process, the discipline that is
applied to the development often becomes a test of the
personalities of the rehabulity engineers and program
managers (both within industry and the customer
orgamizations). When a development effort encounters trouble
from either a cost or schedule standpoint, the Reliability
Program more often than not is reduced in scope and/or
delayed.

The planning and results of the MIL-STD-785 tasks are
documented in accordance with the Data Item Descnptions
listed below.

DI-R-7079 Rehability Program Plan

DI-R-7080 Reliability Status Report

DI-R-7041 Repont, Failure Summary and
Analysis

DI-R-7081 Reliability Mathematical
Model(s)

DI-R-2114 Repon, Reliability Allocation

DI-R-7082 Reliability Predictions Report

DI-R-1734 Report, Faillwe Modes, Effccty
and Criticality

DI-R-2115A Report, Failure Mode and Effect
Analysis (FMEA)

DI-R-7083 Sneak Circuit Analysis Report
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DI-R-7084 Electronic Parts/Circuits

Tolerance Analysis Report

DI-R-35011 Plan, Critical Item Control

DI-R-7040 Report, Bum-in Test

DI-R-7033 Plan, Reliability Test

DI-R-7034 Procedures, Rehability Test and
Demonstration

DI-R-7034 Reports, Reliability Test and

Demonstration (Final Report)

It is certainly fair to attribute some of the improved field
reliability that has been observed over the past twenty years to
the diligent application of the MIL-STD-785 tasks by the
R&M engineers. However, 1t should be recognized that there
are many other factors that have also contnbuted. These
include the revolution that the electronics industry has
undergone which include the engineening design tools,
automation of the manufacturing processes and the
components that are used 1n our electronic equipments.
Avionic systems have evolved from vacuum tube based
systems, to those using discrete semiconductors devices, and
later to small and medium scale integrated circuits. At thts
time, new Systems are made predornantly of medium to large
scale integrated circuits and are moving toward Very High
Speed Integrated Circuit (VHSIC) devices. It is certamly
reasonable to attnibute a large portion of the improvement to
the use of current technology components, computer arded
design and automation of the assembly and test processes
rather than the appiicanon of MIL-STD-785. At this point, it
would be instructive to discuss several of the specific tasks
required by MIL-STD-785.

Reliability Predictions:

While the Reliability Prediction Task 1s only one of several
tasks required of a Reliability Program, 1t is one of the two
efforts which are key (the second being the Parts Program) in
accomplishing the detailed design. MIL-STD-785 directs the
reliability engineer to MIL-HDBK-217, Rehability Prediction
of Electronic Equipment, for appropriate failure prediction
techniques. MIL-HDBK-217 stated purpose 1s: establishes
uniform methods for predicting the reliability of military
clectronic equipment and systems. It provides a common
bass for rehability predictions during acquisition programs for
miltary electromc systems and equipment It also establishes
a common basis for companing and evaluating reliability
predictions of related or competitive designs. However, its
applicanon and usefulness have rather controversial in recent
times.

The Rehability Analysis Center (RAC), a DOD Analysis
Center, has published in their April 1990 Technical Brief a
defense of MIL-HDBK-217 titled, MIL-HDBK-217. Use and
Application by Mr Seymour F Morris, RADCG/RBER. Mr
Mornis observed that. Critics often state that rehability
predictions using MIL-HDBK-217 do not compare well to
field expenence and the results obtained are too often
misunderstood and misused  Some engineers see the whole
prediction process, and MIL-HDBK-217 in particular, as an
mpediment to good engineering judgericnt and caii for 11s
elimination. Mr. Morris later correctly states that MIL-
HDBK-217 is not intended to predict field reliability and, in
general, does not do a very good job at it in an absolute sense.
The reasons for this are numerous including differeat failure
definitions for ficld problems that MI1 -HDBK-217 coes not
account for. These problems include maintenance induced
failures, intermittent failures (can not duplicate), software
probiems, and design problems (i.e., overstressed parts
operating beyond their ratings). He further stated that The

handbook only provides failure rate prediction models which

account for manufacturing (c.g., wire bond, package related, '
etc), temperature, electrical stress and other qualtty/application ;
considerations which collected field data indicates to be

significant problem areas in fielded electronics. These factors ,
are generally generic to systems, manufacturers a-d field

maintenance pohicies. One should reahze that field rehiability

1s the only reliability that is of importance to our users and

maintainers and should be a pnime concern of the equipment

designer.

Mr. Morris hsted the purposes for accomplishing the
rehability prediction as: (1) feasibility evaluation, (2)
comparing competing designs, (3) identification of potential
reliability problems and (4) to provide reliability input to other
R/M tasks. Mr. Morris goes on to suggest that the lack of an
accurate prediction of field reliability does not diminish the
value of the handbook or prediction process since none of the
purposes described above require an absolute prediction of
field rehability. Unfortunately, it 1s not apparent that the
naccuracies of the MIL-HDBK-217 prediction varies widely
from manufacturer to manufacturer, and betwseen design teams
and specific plants within a particular manufacturer,

It should be apparent that, if the data used 1n making system
level design trade decisions is as unrepresentative of what will
be experienced in the field as Mr. Moms acknowledges, and
that the field reliability varies widely, the design trade
decisions are themsclves questionable. The outcomes of any
further analyses based upon inputs dertved from MIL-HDBK-
217 are suspect.

Parts Program

The AGREE Commnttee (1957) recommended that: the

development of mulitary component specifications, the testing

of components for design capability, and the developmeut of

inspection methods, be integrated and coordinated by one

coordinating group at D.O D. level. The group should be

corprised of representattves from industry and from the three

Services, including personnel from Research and

Development, Standardization, Procurement, and Quality !
Assurance functions. This recommendation was implemented

with the 1ssuance of DoD 4120.3-M, Defense Standardization

nmmmm’ which were issued 1n January 1972 and revised ‘

in August 1978 and the establishment of MIL-STD-965, Parts

Coatrol Program. MIL-STD-965 invoked a single }
standardized process on each of the three services and their

contractors The implementation of the process is documented

by Data Item Descriptions below. '
DI-E-7026 Parts Control Program Plan

DI-E-7027 Program Parts Selection List

DI-E-7028 Nonstandard Parts Approval

Requests/Proposed Additions to an
Approved PPSL DI-E-7029 Military
Detail Specifications and

Specification Sheets
DI-E-7030 Test Data for Nonstandards
DI-E-1133 Specification Requirements Sheets .
(SRS) '
DI-E-7031 Drawings, Engincering and Associated
Lists

‘The implementation of parts standardization effort has been '
deregated to the Defense Logistics Agency (DLA) by the

Department of Defense. The DLA activity responsible for

electronic parts is the Defense Electronics Supply Center L




(DESC). DESC 1s the custodian for the mulitary specifications
that relate to electronic parts. For microcircuits, Rome Air
Development Center (RADC) is the preparing activity for both
general and detail military specifications and has
responsibility for their content. They also have the technical
capabulity and laboratory facilities to support the effert.

Changes to the general electronic part specifications may be
proposed by government or industry representatives, and are
coordinated with the Electronic Industries Association (EIA).
Generally the EIA will work toward achieving a consensus
within the industry before recommending incorporation,
although individual companies may sponsor proposed changes
for which consensus has not and can not be reached. RADC
may instract DESC to publish positions developed through
industry consensus, recommended by individual companies, or
positions opposed by industry.

DESC coordinates new and changes to existing Associated
Detail Specifications (slash sheets) and Standardized Military
Drawings (SMDs), for which DLA 1s the preparnng activity
with appropnate vendors. These documents define the
electronic function, performance, form factor, qualificauon
and screening and inspection/test requirements for specific
electronic parts.

In order to maintain multple sources and competition, the
slash sheets and SMDs are often silent on key parameters
(e.g., tring parameters, output current sink/source capabihity,
etc.) where one or more of the producers are unable or
unwilling to comply. These omissions often results from
limitations of existing facilities, processes or process/test
equipment, yield, or unreconcilable differences in key
parameters from one vendor to another. In order to
accomplish the design, data from similar commercial parts or
CAD/simulation models which are far more detailed are often
uscd. Unfortunately, the manufacturing controls and quality
conformance inspections and screens applied to the military
product may be less stringent than the commezcial or
industrial lugh-rel counterpart. Products that are particularly
susceptible to these problems are bought to Qualified Products
Lists (QPL) that were established years earlier. Reliability 1s
not addressed by the microcircuit QPL processg. The
Qualified Manufacturers List (QML) process has recently
been implemented and is expected to alleviate many of the
above problems on new Application Specific Integrated
Circuits (ASIC).

Upon receipt of a new contract, the contractor ss provided with
a DESC prepared Government Fumnished Baseline (GFB). The
GFB 1ncludes those parts which DESC, based upon their
experience, believes are appropriate for use in the new
development system. The contractor then takes the GFB,
deletes those parts that are not to be used, adds new parts as
necessary to complete the design, and submuts this list to the
government for approval as the Preferred Parts Selection List
(PPSL)

After the approval of the PPSL (which occurs long befors the
design is complete), the contractor is required to submit
requests approval for the addition of either a standard or
nonstandard part. For cach nonstandard part, a “Nonstandard
Parts Approval Request/Proposed Additions to an Approved
PPSL” form is submitted to DESC. DESC does a part number
Cross reference check to determine if there 1s an existing part
from a QPL or SMD approved source that performs the same
function, although not necessarily the same electrical
performance or rehability. An approved source may be
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established as a result of government certificauon/qualification
(QPL) or company self certification (SMD) procedure. If a
funcuonally similar part is found, DESC recommends that 1t
be used.

Although, the documentation requires technical justification,
that information is scldom considered in the approval/
disapproval recommendation. From a practical standpoint, the
DESC recommendadon is finai unless the contractor makes a
formal appeal to the procunng agency for reconsideration.

The procuring agency can over ride DESC’s recommendation
for any number of reasons, but they are compelled by
regulation to notify DESC of the reasons for over nde. While
there are ways of speeding up the procedure through the ust of
a Parts Control Board, the bureaucratic drill is time consuming
and documentation intensive.

Environmental Stress Screen

Subsequent to the release of the AGREE Report, some of our
specifications required that burn-in be accomplish on each
delivered equipment, and it was instituted on other contracts as
corrective action when necessary reliability was not achieved.
The inertial navigation system for the F-15 aircraft (circa early
1970s) required that a burn-in (operation at elevated
temperature) test be completed prior tv delivery, but would
erther arrive at the aircraft manufacturers plant “dead on
arrival” or would fail soon there after. The INS was an
intergral part of the avionics suite of the F-15, and its
unreliability was delaying the aircraft dehivery, which was
unacceptable for both the prime contractor and the customer.

The Air Force had considerable experience with silo based
missile systems hat contained older technology inertial
platforms which operated continuously for months without
failure. The airlines were reporting reliabilitics on the order of
2000 hours MTBF on their incrtial systems that they were
using on many of their transoceanic flights and were reporting
reliability figures on the order of 2000 hours MTBF. Yet, the
Air Force was seldom achieving twenty (20) hours on their
fighter aircraft.

Thus, 1t was suggested that power and thermal cycles may be
more important reliabulity driver than time at temperature.
Although the contractor objected, a change to the acceptance
procedure was implemented which required a serics of power
and thentaal cycles, including several at the end which were to
be fatlure free. This test precipitated a numerous failures
before the equipment was delivered, which provided near real
time feedback on design and manufactunng problems. Soon
the reliability problems at the prime contractor and the field
diminished.

Duning the mid 70s, the Air Force developed a new standard
UHF Radio which experienced similar problems. The basic
requirements includer a steady state burn-in prior to delivery.
When problems were encountered, an sxperiment was set up
where half of the deliverable units would undergo steady state
humn-in while the others received thermal and power cycling, a
portion being failure free. Before the test approached it’s
designated decision point, it was apparent that thermal and
power cycling were more effective in inducing carly failures
than operating at elevated temperature. Thus, the decision was
made to integrate Environment Stress Screen (ESS) in the way
ASD conducts bu.iness. Within the vernacular of the
reliability engineers, ESS and burn-in have become
synonymous.
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Reliability Development/Growth Test (RDGT) Program

The purpose of accomplishing a RDGT is to conduct pre-
qualification testing (also known as Test Analyze and Fix) to
1dentify reliability problems and make changes to the design
or manufacturing processes prior to production release. The
test should weed out failure mechanusms that were
unintenuonally allowed in the design. Test, analyze and fix 1s
useful when applied at the appropriate ime in concert witha
disctplined development process. Unfortunately, the
implementation of RDGT has encountered numerous
difficulties. Some contractors have opted to find and fix the
problems in RDGT rather than accomplish simple analyses
prior to drawing release, when the available design options
become more limited. The implementation of RDGT has
encourage an abbreviation of the design process by requiring
the application of a learmng curve to reliability dunng RDGT
as well as a mature reliability. To meet the learning curve
required without exceeding the mature reliability requirement,
the equipment must begin RDGT with an abysmally low
rehability.

Another problem with the iaplementanon of RDGT is that of
schedule. At the outset, the schedule includes time for
completion of RDGT and changes incorporated prior to the
start of flight test and reliability quahfication test.
Unfortunately, all too often the design encounters problems,
cost and schedule prionties prevail and the start of RDGT 15
delayed. This combined wath the short cut design process
results in immature equipment being pressed into flight test,
often placing the program itself in jeopardy.

Reliability Qualification Test Program

The AGREE Comumttee recommended a statistically based
test which could be uscd to demonstrate that a mimmum
MTBF had been achieved. They identified specific
environmental limits for temperature, vibration, on-off cycling
and 1nput voltages for cach of four different test levels., These
test levels were designated light, medium, high and extreme
conditions and included a rather straight forward accept/reject
criteria.

The basic requirements for AGREE Testing were first apphed
to the development of the C-141 Aircraft. The Reliability
Qualification Test was eccomplished on pre-production
hardware and was in most cases complete before the start of
production. This program apphed a single test plan (failures
verses operating hours) and an accept/reject critenia that was
adjusted based upon the required MTBF to each aviomic
equipment.

When the AGREE Report was wnitten, the tmplementation of
a Reliability Qualification Test (RQT) was practical from a
time standpoint. The MTBFs for most avionic equipments
were less than 100 hours and the troublesome units were often
less than ten (10) hours. With MTBFs of these magnitudes, a
RQT could be accomphshed with each test sample
accumulating multiple MTBEs within an acceptable calendar
time period. As the industry moved to more modern
technologies, increased automation and better process control,
the achievable MTBFs have increased greatly. Thus, it has
become impractical and often impossible, to accomphish a
RQT with an reasonable number of test assets, test hours and
cost or within a reasonable calendar time.

On the C-141 program, the RQT was conducted with
prototype equipments which are much more costly than
similar units built in production. As the MTBFs of the test
hardware grew, the number of test articles required to
demonsurate the required MTBF within the available time also
mncreased. Further, it was recognized that the pre-production
or prototype equipments were not representative of production
hardware. In order to munimize the cost of the test, and use test
samples that are representative of production hardware, the
RQT wag delayed untl after the start of production.
Unfortunately, the possibility impacting the design with
knowledge obtained from the RQT before production release
was lost.

Worse still were the demotivating effects of the delay. After
production begins, the contractor is often responsible for
incorporating changes in dehvered units to achieve the
required MTBF. This obhgation caused the contractor to
resist change where ever possible. This precluded the
incorporation of improvements in production hardware as
well. While the maintamners want more rehable equipment,
they resist programed retrofits that increase their immediate
work load. Once production has been begun0, the acquisition
community 1s most intcrested 1n completing production and
transferring responsibility to the supporting agency. Thus
there were an overwhelming set of forces that inhibit
improvement of field reliability.

Appendix B

This matenal was extracted from a technical paper titled
“Tools Available for Implementing AVIP” by Mr, Dave S.
Steinherg of Litton Guidance & Control Systems and was
published in the Proceedings of the Ninth Annual IEEE/
AESS, Dayton Chapter Symposium, *Avionics Integrity
Program” keld in Dayton, Ohio, 30 November 1988.

INTRODUCTION

The approximate fatigue life of an electronic system can be
determined from the fatigue characteristics of the various
members that carry major structural loads. The fatgue
charactenstics are typically plotted on log-log paper and
presented in terms of stress (S) and number of cycles to fail
(N). These S-N curves are shown as straight sloped lines,
using the best average values, as shownin Fig. 1. [ 11
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The general equation for the straight sloped line on the log-
log plot is:
NiS;P=Nys,0 M
Where:N = Number of stress cycles

S = Stress level for failure, pst
b = Slope of fatigue iine




Considering linear systems, the number of fatigue cycles will
be directly croportional to the time (T). Also, the stress level
will be directly proportional to the acceleration (G) level and
to the displacement amplitude (2). Therefore, Eq. (1) can be
rewritten as follows:

Ti61% =TGP
N 21® = NpzZ® @
NjGyP = NpGyP

The above equations can be used to determine the fatigue life
of various structural load carrying members subjected to
different alternating stresses 1n different snvironments.

FATIGUE CHARACTERISTICS OF SOLDER

Solder has some unusual physical properties that must be
understood in order to design and manufacture reliable
electronic equipment. Since solder is a relatively soft metal,
with a low melting temperature, the modulus of elasticity and
shear strength are reduced when the operating temperatures
are near 100 C. Solder shows a tendency to plastically
deform and creep under relatively low stress levels of about
800 ps1 at these elevated temperatures, during slow
temperature cycling conditions.

The strength of solder appears to increasc as the speed of the
applied load is also increased. {2} Solder can therefore
withstand higher stress levels duning rapidly applied loads,
such as vibration, than duning slowly applicd loads, such as
thermal cychng.

The typical fatigue curve for 63% tin 37% lead solder in shear
is shown 1n Fig 2, for room temperature conditions {3)
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Shear Fatigue Properties of Solder
Figure 2

Extensive experience with solder joints in military programs
has shown that solder stress levels should be kept below a
level of about 400 psi, to avoid creep failure fatgue cffects
due to slow thermal cycling over long time periods.

Higher stress levels are often permitted during vibration for
short time periods. However, for extended periods of
vibration many millions of stress reversals can result because
printed circuit boards (PCBs) typically have high resonant
frequencies. Solder creep 1n vibration is not a problem since
the stress reversals are very rapid. For extended vibration
environments the 400 ps1 level should be observed to avoid
fatigue cracks in the solder due to the accumulation of several
mithon stress cycles.

‘The fatigue properties of solder under cyclic 1oads shows that
the fatigue strength is reduced when the frequency of the
applied load is reduced. A companson of the fatigue life fora
load frequency of 5 cycles per minute and a load frequency of
0.06 cycles per minute is shown in Fig. 3 at a constant
temperature of 25 C. This shows that for a given number of
stress reversals, such as may be experienced in a temperature
cycling environment, a slow ‘emperature cycle is more
damaging than a rapid tempe_ature cycle over the same
temperature range. [4]

Temperuture also has a strong influence on the strength of
solder. At low temperatures of -55 C the short time tensile
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strergth is about 6,000 psi. At temperatures around 100 C,
where many military components operate, the strength of the
solder is sharply reduced.

5 Cycles/mun at 25 °C
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Solder Alternating Lap Shear Stress 63-37 Tin Lead
Figure 3

EFFECTS OF THERMAL EXPANSION MISMATCH
BETWEEN COMPONENTS AND PCB

Thermal expansion and contraction differences between the
electronic components and the PCB’s must be kept to a
munimum in order to reduce thermal strains and stresses in the
lead wares, solder joints and plated through holes. Materials
must be carefully selected to minimize expansion differences,
or the mounting component geometry must be adjusted to
reduce the thermal coefficient of expansion (TCE) forces
developed 1n the lead wires and solder joints.

The solder workmanship and control is extremely cntical for
surface mounted components, since there are no other
mechanical supports for the leadless ceramuc chip carriers
(LCCCs). When the solder joints are not properly made or
controlled, then more rapid failures can be expected.

Plated-through holes must be sized properly to prevent
cracking of the copper plating in the hole. There must be
enough copper in the plated-through hole to carry the forces
generated by the expansion of the circuit board in the Z
direction Even when the PCB expansion in the X and Y (in
plane) axes are reduce 1 with the use of materials such as
copper clad invar, the Z axis expansion (perpendicular to the
plane of the board) will not be reduced. Therefore, the
laminations for multi-layer PCB’s must not be made too thick
because the Z axis expansion can become a problem The
aspect ratio for a plated through hole should be about 3 for a
rehable design, [S)where the thickness of the PCB 1s limited
to 3 umes the diameter of the hole.

The copper in the plated through holes should have a
mimmum thickness of 0.0015 inches to prevent cracking of
the copper barrel during temperature cycling environments,

ELECTRONIC COMPONENT LEAD WIRE
STRAIN RELIEF

Relative motion between the electronic components and the
PCB can be developed as the result of a thermal expansion
mismatch or as the result of a resonant condition in

the PCB. During the resonani condition the PCB is forced to
bend back and forth. This motion forces the electrical lead
wires to also bend back and forth as shown in Fig. 4.

Stresses Developed in Electrical Leads
Component

PCB Bending During Vibration

Bending Produces Strain in Lead Wices
Figure 4

The effects of a large thermal expansion mismatch or a large
vibration displacement mismatch between the components
and the PCB can often be offset by reducing the stiffness of
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the wires on the electrontc components. When the wire
stiffness is reduced, the forces and the stresses in the
wires and 1n the solder jomnts are also reduced.

Wires can be looped or even coined (by squeezing a round
wire into a thin flat strip) to reduce the stitfness. The typical
spring rate relation can be used to demonstrate this condation.
For a given thermalmismatch condition, or a given resonant
condition, where the relative displacement (Y) 1s fixed, the
only way in which the force (P) can be reduced 1s to reduce
the spring rate (K) of the wire, as shown 1 the following
relation:

P=KY 3)

When the spring rate of the wire is due to bending, then the
flexing spring rate (K)

is related to the modulus of elasticity (E), the area moment of
nerna (1), and the length (L) as follows:

El
= —— 4

K 3 @
Looping the wires increases the length (L) so the stiffness 1s
reduced rapidly due to the cube function. Coining the lead
wires reduces the moment of inertia (I), which is a cubic
function of the height, so the stiffness 1s reduced rapidls .
When the spring rate of the wire 1s in tension, then the area of
the wire (A) 1s required as follows:

AE
K= (5)
L

A longer wire will reduce the spring rate as a hinear relation,
so the spring rate changes slowly.

ESTIMATING THE VIBRATION FATIGUE LIFE

The approximate fatigue life of a vibrating system can often
be estimated from the fatigue properties of the various
members that carry the dynamuc loads. Since electronic
assemblies make use of non ferrous metals 1n components,
these charac

tenstics will be used.

The slope of the fatigue curve shown 1n Fig. 1 can be
determuned by considering the endurance limit to be one third
of the ultimate tensile strength. [6) Then rewnting Eq. (1)

Nt (%Y
—_— (—-) ©)
N2 A\51
Where: Ny= 108 Cycles to fail
Ny = 10° Cycles to faul
$1 = Endurance = 1/3 §,, (ulumate)

Ustng a stress concentration factor 2:

$1=1/6Sy,
S2=Syy

Substitute nto Eq. (6) b

108 /s
—_—= tu or 105 =6b
103 {1/65,,

Take the log of both sides and solve for the exponent b
b=64 )
DEMONSTRATION OF AVIP TOOLS

Samplc problems are a convenient way of demonstrating the
various tools that are available for evaluating the effecuve hfe
of an electronic system. In this case a transformzr mounted
on a PCB was sclected because experience has shown the
solder joints and clectrical lead wires have high fatlure rates
in thermal cycling and vibration environments. The failure
mechanisms are not well understood because they are
complex and require a great amount of time evaluate,

The transformer (xfmr) selected was the largest -ize that can

typically be mounted by 1ts electrical lead wires only, wathout
any supporting screws. This type of transformer must have at
least 7 wires per inch of diameter to support the unit. When
only 4 wires are required for clectrical operation, then 3
dummy wires must be added to permut the transformer to
survive severe thermal and vibration environments.

SAMPLE PROBLEM -
TRANSFORMER MOUNTED ON A PCB

An electronmc box must be capable of reliable operation in a
harsh mulitary aircraft environment for a period of 15 years
An examinatton of the PCB’s within the box shows that there
are many cntical components such as DIPs, hybrids, pin gnd
arrays and transformers that may experience broken
component lead wires and cracked solder joints. All of the
critical components must be analyzed to make sure they are
capable of surviving the environments. The analysis will start
with the transformer .PA mounted on the PCB as shown i
Fig. 5 Every cntical component must be examined to insure
the reliability of the system.
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Transformer Mounted on a PCB
Figure §

The PCB and the transformer are expected to operate m the
following environments over the pertod of 15 years:

A: ESS Random vibration screen
PCS response 11 2 G RMS 3 axes, 1.0hr

B: Capuve flight vibration
PCB response 6 1 G RMS, 2160 hr

C. Free flight vibratton
PCB response 15 9 G RMS, 1.0 hr

D. Ground transportation vibration
PCB response 3.8 G RMS, 840 hr

E. ESS Thermal cycle screen
140 C cycle range 50 cycles

F: Ground alent thermal cycle
44 Ccycle range 2700 cycles

G. Igloo storage thermal cycle
40 C cycle range 2400 cycles

H:  Airbomne alert thermal cycle
102 C cycle range 150 cycles

The random vibratton qualification test consists of a power
spectral density input (PSD) of 0.15 G square/Hz for a period
of 2 hours per axis, or a total time of 6 hrs.

Wili the PCB and transformer assembly be capable of
surviving these environments for the 15 year period?

In order to answer this question, a vibratton fa*igue analysts
and a thermal cycle fatigue analysis must be performed on the
PCB and on each of the most critical components. In this
sample problem, only the transformer will be examined.

The number of fatigue cycles accumulated during vibration
and during thermal cycling can be obtained, then combined
using Miner’s cumulative fatigue damage theory, to determine
if the transformer will survive the combined environments.
Start with the random vibration qualification test to establish
the desired PCB resonant frequency and fatigue life.

|
j
i
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SOLUTION - RANDOM VIBRATION ENVIRONMENT

The desired resonant frequency of the PCB to achieve a
fatigue life of about 20 mitlion stress cy<les for the
transformer can be determined from the following relaton*{7]

¢ 29.4 Chr ,/ (r/2)(PSD)L ¢
= ®)
d 0.00022 B

where: C = 1.26 Component Type, Xfmr

with bottom lead wires

h = 0.082 in PCB Thickness

r = 1.0 Relative Position at Center of PCB

PSD = 0.15 G2/Hz Power Spectral

Density Input

L = 0.70 Inch Length Across Lead Wires
on Xfmr

B = 5.01n Width of PCB

Substitute 1nto the above equauion:

08
29.4(1.26)(0.082) J (r/2)(0.15)(0.70)
000022 (5.0)

fg=
fq =275 Hz desired frequency ()

This resonant frequency for the PCB 15 only valid when the
“Octave Rule” is used. Octave means to double. The PCB
resonant frequency must be at least one octave away from the
chassis resonant frequency to prevent severe dynamic
coupling, which can otherwise shorten the fatigue lifc.

The response of the PCB to the random vibration can be
determined from the following relation:

GRrums = /@2)PSD) 1,Q (10)

Where: PSD = (.15 G2/Hz PSD input
fn = 275 Hz PCB Resonant Frequency

Q =J7273 = 16 6 Approximate
PCB Transnussibthity (7]

Substitute into above equation:

GrMS = / (7/2)(0.15)(275)(16.6)

Grus = 328 an

QUALIFICATION TEST TIME TO FAIL

The estimated time for a failure 1n the electncal lead wires
and solder joints can be determined from the PCB resonant
frequency and the 20 mullion cycle life.

Life =
275

Life = 20 2 hours (12)

Since the qualification test lasts for a total of 6 hours for 3
axes, the design should be satisfactory for the qual test.
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FATIGUE CYCLES ACCUMULATED IN 15 YEAR
VIBRATION ENVIRONMENT,
CONDITION A

The number of fatigue cycles required to produce a fatigue
farlure for Condition A can be determuned wath the use of Eq.
(1) and Eq. (2) as follows.

b
Gy

Ni= N2 | —= Ref. Eq. (2)
Gy

Where: Gy = 32.8 Gpyg Ref. Eq. (7)
Gy = 112 GRyys Ref. Condition A

A
¥
]

20x106 cycles to fail
b = 6.4 Exponent, Ref. Eq. (7)

6.4
32.8
Ny = 20x109 —
112

Nj = 1.939x1010 cycles to fart (13a)

This represents the numberof cyclesto fail forthe | (one sigma)
stress level. In random vibration, acceleration levels two times
the RMS levels can occur, and accelerationlevels three umes the
RMS levels can occur.

Considering the 26 (two sigma) stress acceleration condition:

328
Ny = 20x106 | —
2(11.2),

Ny =229 6x105 cycles to fail (13b)

Constdenng the 30 (three sigma) stress acceleration condition:

328
Ny = 20x100 [ —
3(11.2)

N3 = 17.14x100 cycles to fail (13¢)

ACTUAL NUMBER OF FATIGUE CYCLES (n)
CONDITION A

The actual numbe: of fatigue cycles accumulated during the
random vibration environment described as Condition A can
be determined from the resonant frequency and the time. A
Gaussian distribution is used where the RMS level occurs
68.3% of the time, the 2 (two sigma) level occurs 27.1% of
the tirF_;’,], and the 3 (three sigma) level occurs 4.33% of the
time

ny = (275 cycle/sec)(3600 sec/hr)(1.0 hr)(0.683)

ny= 0.676x106 cycles accumulated (14a)
ny = (275 cycle/sec)(3600 sec/r)(1.0 hr)(0.271)

ny = 0 208x109 cycles accumulated (14b)
n3 = (275 cycle/sec)(3600 sec/hr)(1.0 hr)(0.0433)

n3 = 42.9x103 cycles accumulated (14¢c)
FATIGUE CYCLE RATIO n/N

The fatigue cycle ratio n/N can now be computed where n is
the actual number of fatigue cycles accumulated and N is the
number of fatigue cycles required to produce a failure.
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n, 06766
N, 1939EI0
ny  0268E6

= e = 00117
N, 229.6E6
ny 429E3

— = ——— 2000250
N;  17.14E6

Adding the three cycle ratios for Condition A*

n
- =0.00003 + 0.00117 + 0.00250
N

n
— =0.00370 (15)
N

This represents the cumulative damage developed duning
Conditton A vibration. These values are shown 1n Table 1.
The same method of analysis must be performed for
Conditions B, C, and D for the vibration levels and time
designated. The results are shown in Table 1.

SOLUTION - THERMAL CYCLE ENVIRONMENTS

Thermal stresses are developed in the lead wires and solder joints
of the ran~former during thermal cyching exposure as definsd in
Condutior « E, F, G, and H for the 15 year eavironment

See Fig. b

Expenience has shown that the most severe condition for the
transformer will be the thermal expansion along the Z axis which
15 perpendicular to the plane of the PCB. The thermal induced
forces developed in the electrical lead wires of the transformer
can be determuned from the equations of equilibrium In the
following relation the subscripts 1 refer to the wire, subscript 2
refers to the PCB, and the subscript 3 refers to the transformer.
The thermal cycling range used as the base line reference is from
-55 C 10 495 C, or a delta temperature of 150 C.

Pl

PiLg
=ayLadty +
E Q28

allell + "
1E1 AzEy

+agl 3diz + (16)

Where:  a; = 17x10°0 in/C Copper TCE
Ly = Wirclength 2 dia. into PCB
+2dia into Xfmr
Ly = 2(0.04)+2(0.04)+0.020 = 0.180 in

= 1
: {\ Expanston
| Xfmr |
| I
L J
[ Eppp———— h'/ Lead Wire
™ pes
Thermal Stresses Produced By Z Axis Thermal Expansion
Figure 6

dty = Average Component Temperature Change
from -55 C to +95C
dty = (55+95)/2=75C average

E{ = 16x206 Ib/in? Modulus Copper

Ay = m4(0.04)2 = 0.00126 in? wire
Ay = (6 wires) (0.00126) = 0.00754 in?
ay = 70x10°iniryC TCE PCB Z

L, = 0.082/2 =0.041 n length PCB
Ep = 0.15x106 1b/m2 Modulus 90 C

A, = Arca PCB to Xfr Irregular
Surface 50% Contact Area

Ay = (12)(1/4)(0.60)2 = 0.141 12

= 30x10°6 in/in/C TCE Average
Epoxy, Steel, Copper Xfmr

a

I

L3 = 0.75/3 =025 in effective height in Xfmr

= 0.5x105 1b/in? Average Modulus
Epoxy, Steel, Copper Xfmr

E

w

Az = 0.141in? Same as PCB

Substiture 1nto Eq (16) using 6 wires for the transformer.

Py (0.18)
(LTE-6)(0 18)(75) + +—memm——— =
{0.00754)(16E6)
P, (0041)
(T0E-6)0 041)(75) - ~——mem——
(0 141)(0.15E6)
P3 (0.25)
(30E-6)0.25)(75) - ————=—
(0.141)(0.5E6)
Py =P =P3

0.000229 + 0.0000014P = 0.000215 - 0.00000194P
+0.000562 - 0.00000355P

Solve for P force in 6 wires

P=78.51bon 6 wires

P = 13.11b on each wire
SOLDER JOINT SHEAR STRESS AT WIRE

The shear stress at the solder jon for the wire in the plated
through hole can be determined from the wire diameter of
0.040 1n and the PCB thickness of 0.082 inches.
Conservatvely ignore any solder fillet greater than the
thickness of the PCB. This will result in a shightly higher
solder joint shear stress, Ss.

Sg= —— (19)

Where: P=13.11b
A =1(0.040)(0.082) = 0.0103 in“

13.1
Sg= —— =12721b/m? (20)
0.0103

SOLDER JOINT STRESS CYCLES FOR FAILURE
ENVIRONMENT CONDITION F

The number of stress reversals or stress cycles required to
produce a shear failure in the solder joint can be deter
mined from the fatigue S-N curve for solder as shown in Fig.
2, along with Eq. (1). The environment conditions for
Condition F were used to demonstrate this tool technique.




The reference point for the solder was at 600 psi where the
expected fatigue life was about 5,000 stress cycles.

N
Ny =N, _32 Ref. Eq. (1)

Where. Ny = 5000 cycles to fail
8, = 600 1b/in to fail
dt = 22 C Condition F Temp Delta

22°C

;= (1272) = 373 1b/in?

75°C
b = 2.5 Solder fatigue exponent
25

Ny =(5000)| ——
373

N; = 16,408 cycles to fail @21

THERMAL FATIGUE CYCLE RATIO, CONDITION F

Tue thermal fatigue cycle ratio n/N based on 2700 thermal
cycles expected for the 15 year exposure defined in Condition
F can be determined as follows:
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This represents the cumulative fatigue damage developed
during Condition F thermal cycling environment. This value
is shown in Table 2 The same method of analysis must be
performed for Condutions E, G and H for the thermal cycling
environment. The results are shown in Table 2.

MINER’S CUMULATIVE FATIGUE DAMAGE FOR
VIBRATION AND THERMAL CYCLING

The fatigue accumulated during vibration can be added to the
fatigue accumulated during thermal cycling to obtain the
combined vibration and thermal fatigue effects accumulated
over the 15 year environment. This is accomplished by
simply adding the vibration cycle ratio /N (.20544) to the
thermal cycle ratio n/N (.40933) to obtain the total value. The
r.aximum n/N rato allowed 15 0.70. {7)

n
Ry = ——N— =0.20544 +0.40933

Ry, = 061477 Total Fatigue 23)
Damage accumulation is linear, so 1t is possible to estimate

the expected fatique life of the transformer by using a simple
ratio as follows:

Life = (15 years)
0.615

Life = 17.1 years (24)

The maximum allowable n/N ratio for electronic equipment

n 2700 is0.70. Since the above value is smatler, the equipment
= —— = (0 16455 @2 design 1s adequate for the 15 year environment, based upon
N 16,408 the transformer analysis. The same type of analysis must be
performed on every critical component on ¢-.2ry PCB.
IABLE } VIBRATION FATIGUE LI £ OF THANSFORMER LEAD WIRES
CONDITION . » c D
PCB Vidbragion G RMS response 1.2 6,1 15.9 3.8
Vibration time for 15 years, howrs 1.0 2160 1.0 840

m (1€ ) actual fatigue cycles | .676x10° 1.46x10° | .676x105 | seax108
8, (20) acrual favigue cyctes | .268510° | 579.5x10% | .268x10% | 255.4x10%
(30 ) actusl fatigue cycles | 42.9x10% | 92.6x10° | 42.9x10% | 36,0x10°

N (16) cycles to fa1l 1.939x1070 | 9.5x0't | 2.089x107 | 1.959x101?
N, (2€) eycles to fatd 229.6x10°% | 1.122x10"°] 24.38x10% | 2.32x101
Ny (3F) cycles to fail 17.34x10% | 837.4010° | 1.82x10% | 1.73x1010
n/Ny (1T) racts 00003 L00156 | 00033 .00003
ny/iy (26) racto .00117 .0s165 | .01099 .00097
/Ny (3 6) ratto 100250 1058 | 02387 00208
Sus of n/N for each Condit on .00370 16377 +03489 . 00308

Vitration fatigus cycle n/N suas 15 ysars « .00370+,16377+.03489+.00308 = 20544

This sum must be added to the thwrmal cycle fatigue to obtain the total fatigue,

which i3 shown tn Eq. (23) above.

L _CYCLE FAT L

CONDITION € f G H
Actual tempersture range 140 % as % 40 % 102 %
Teapersture Tange used for stresa 7 ¢ 2 C 20 ¢ s ¢
Solder shear strese 1b/in’ 1186 373 139 864
n Actual number cycles accunulated 50 2700 2400 150
N Number of cycles for failure 910 16,408 20,838 2,009
Rattor n/N for each Condition 08495 +16455 11817 .07466

Theroal fatigue cycle n/N sum, 15 years » .05495+.16455+.11517+.07466 = 140933

This sun aust be sdded to the vibration ‘atigue cycle to obtaln the total ratisgue,
which i3 shown in Eq. (23) above: and repeated below ss followss

n
Total fatijue ratic Rn-;- v 420544 + ,40933 & 61477 Ref. Eq. (23)
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Footnotes:

1. Rehability of Military Electronic Equipment, prepared by
the Advisory Group on Reliability of Electronic Equipment,
Office of the Assistant Secretary of Defense (Rescarch and
Engineering), 4 June 1957.

2. RADC/RBER is the custodian for MIL-HDBK-217, and 1s
the responsible government agency for maintaining the
document, coordinating changes and updating the docuraent
as necessary.

3. DoD 4120.3-M, Defense Standardi j
i Office of the
Under Secretary of Defense for Research and Engineering,
Washington D. C. 20301, August 1978.

4. MIL-HDBK-217E 1included for the first time a failure rate
prediction technique for Interconnection Assemblies with
Plated Through Holes and Connections (solder joints). The
primary failure mechanism for properly made PTHs, vias, and
solder joints process is fatigue, a process that is deterministic
in nature  An appropriate life prediction would address the
magnitude and number of cycles to first faiture rather than a
failure rate as provided by MIL-HDBK-217, The life of the
PTHs and vias depends on the cumuiative stresses applied
(thermal cycling and vibration), the thickness of the printed
wiring board, the coefficients of expansion of the board
materials, the thickness of the PTHs and vias plus the
metallurgy (composition and grain structure) of the coppsr
plates. A simular set of variables govern the life of the solder
1n the joint. Thus, the idea that the failure rate model
contained in MIL-HDBK-217 is an over simplhfication at
best.
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Engelmaier, [EPS Jopwmal, Vol 9, No 4, Jan 1988
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Low Strains,” S. Vaynman and A. Zubelewicz, NWC TP
6986, EMPE TR 0007
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Ceramic Chip Carriers on FR-4 Circuit Boards,” W.
Engelmaier and A. Attarwala, JEEE Transactions on

Component Hybrids and Manufacturing Technology, Vol 12,
No 2, Jun 1989

“Fatigue Lifc of  Leadless Chop Carrier Solder Joint During
Power Cycling,” W. Engelnmcr m&mnmnmgn

28Y,
Vol CHMTG6, No 3, Sep 1983

*“Guidelines for Surface Mounting and Interconnecting Chip
Carriers,” M. Savrin, JPC-CM-78, Nov 1983




“Mass Soldcnng Eqmpmcnt for the Electmmcs Industry,” S.

“Solder Joint Fatigue: A Total Strain Versus Life Approach,”
D. Barker, A, Dasgupta, M. Pecht, J. Vodzak, ASME
89-WA/EEP-35, 1989 4. As reported in Reliability
Mainwinability Technology Transition-Fact Sheet, dated
August 1990, and published by RADC/RBE, Griffiss AFB,
NY 13441-5700, Westinghouse has developed new and
updeted reliability prediction models for Very Large Scale
Integrated (VLSI), Memones, Gallium Arsenide (GaAs)
Monolithic Microwave Integrated Circuits (MMIC), GaAs
Digital and Hybrid components to address: packaging
tcchniques and the use of deterministic models to account tor
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dependent dielectric breakdown. The fact sheet goes on to
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to a failure rate rather than a ime to first failure which would
recognize their deterministic. Also, the failure prediction
model does not address the variations in design criteria,
manufacturing processes, process control limits, etc.. which
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L ional Reliability Physics § ]

“An Investigation on Switching-Rate Induced
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Report #86 22, Stanford Univ., Dec 1986

6. The following technical papers provide additional insight:
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Anolick and G.R. Nelson, IBM,
Rehability Physics Symposium, IEEE 1979

“Method of Determining Reliabulity Screens for Tume
Dependent Diclectric Breakdown,” D.L. Crook, Intel,
P fings of 17th A I Reliabality Physics S '
1EEE 1979

“Time Dependent Dielectric Breakdown of Thin Thermally
Grown 810 Films,” K. Yamabe and K. Taniguchi, [EEE
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*Model for Oxide Wearout Due to Charge Trapping,” W.K.
Meyer and Dwight L. Crook, IEEE Intermational Reliabiity
Physics Symposium. 1983

“Acceleration Factors for Thin Gate Oxide Stressing,” LW.

McPherson and D.A. Baglee, [EEE International Reliability
Physics Symposium, 1985

“Accelerated Testing of Time-Dependent Breakdown of SiO
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“Behavior of §iOy Under Electric Field/Current Stress

Conditions,” IEEE Intenational Reliability Physics
Symposium, 1986
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IMPLICATIONS OF INTEROPERABILITY AND STANDARDIZATION
FOR THE INDUSTRIAL BASE

DR. JOHN C. STUELPNAGEL
MANAGER, DIGITAL SYSTEMS
WESTINGHOUSE ELECTRIC CORPORATION
BALTIMORE, MARYLAND 21203

SUMMARY

A persistent problem for NATO forces has been the difficulty of standardization and interoperability, due to conflicting
political, economic, nationzl and industrial pressures. One approach to better accomplish standardization objectives hasbeen
the establishment of co-deve lopment programs, such as the VHSIC Avionics Modular Processor program, in which the french
and Unmited States Goveraments have initiated the development of interoperable digital processing modules. However,
conflicts in timing between development efforts and schedules for production and deployment of aircraft platforms has
resulted in himited use of such modules in major aircraft programs. Several models for NATO standardization organizations
will be discussed which could address this problem and achieve significantly higher levels of interoperability tn operational
NATO equipment.

INTRODUCTION

Good morning, distinguished visitors to the AGARD Lecture Serres. Thank you for inviting me to present the industrial
point cf view on this important issue.

The previous speakers provided a comprehensive historical review of avionics architecture, software, and hardware
standardization. The afternoon speakers will address avionics technology and needs beyond 2000. I feel that the implications
of interoperability and standardization for the industrial base 1s appropriately placed at this point in the schedule because the
«lectronics industrial base, which clearly impacts on aviomcs, is the link between where we are today and where we will go
tomorrow.

Before addressing the specifics of my subject, I will present my view of the electronics environment in today’s world.
Unlike some technologies which are driven by the military market, and others which are driven by the commercial market, the
electronics technology is driven by both the military and commercial marketplace. That s , electronics is a shared technology.
Mihtary developed electronics have flowed to the commercial market, and we see more and more commercially developed
~lectronics flowing to defense applications.

Electronics is also characterized by rapid growth and change. This is obvious to all of you who work in the industry. This
rapid growth and change significantly impacts on the the industrial base as well as the customer base, especialty relative to
attempts to define and implement standards.

Finally, electronics is very big business, an expent  business, and a very competitive business.
IMPLICATIONS OI' INTEROPERABILITY AND STANDARDIZATION

For the prrpose of this paper, I will focus on avionics standardization in the simplest of terms, rather than the global
definitions of standardization and interoperability. My reason for doing this is to avoid the economic and political
implications that surround both macro-level issues and to concentrate on the micro~level issues of standardized avionics.
More specifically, [ will b~ nin by discussing what a standard is and who sets the dc facto standard in the broadest sense. I will
then proceed into the .,  cations of standardization as it applies to avionics.

If I were toask this group to define a standard and identify the body which sets the standard, I am sure that we would have a
lively discussion. From my perspective in 11dustry, I will state simply that the standard is that which is accepted by the
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competitive marketplace, and that the customer base establishes the de facto standards. In essence, the standard evolves
through acceptance of a product by the consumer.

For example, lei us look at the personal computer market. The Personal Computer (PC) is the standard because of its
overwhelming market share. Although there are other personal computers in the marketplace, the majonty tend to be PC
clones, with Macintosh being the notable exception. The fundamental reason is economics, both for the customer and the
manufacturers of PC compatible hardware, software applications, and comprlers.

Because Personal Computers dominated the market initially and provided a lucrative business opportunity for other
sectors of the electrontcs industry, vast amounts of capital were invested in supporting software, compilers and penipheral
hardware. If your hardware or software was not compatible with the Personal Computer standard, you were required to
develop the interface necessary in order to market your innovation.

Like hardware standardization, software also evolves through acceptance and use 1n the market. For example, the
COBOL computer language accounts for 85% of all sofiware applications in the world, followed by “C” language which hasa
7% share, and all remaining languages a mere 8% of the world market. Again, the market established the de facto standard.

F-16 AVIONICS

The avionics business 1s very sumilar to the personnel computer business. In terms of a standard, the F-16 has become the
PC of modern day fighter aircraft simply because 1t has gained customer acceptance ar.d has been fielded in relatively large
quantities throughout the world. Consequently, the F-16 avionics have evolved as the avionics standard for the US and many
of its ailies.

A network of personal computers, or general purpose processors, 1s very much like aircraft avionics which is
fundamentally a network of integrated and custom designed processors (computers) linked to a variety of sensors or weapons
systems.

Initial performance specifications developed for PCs were based on market surveys and analyses of perceived customer
needs; the process used by the USAF was, in many ways, very similar. Laboratories developed specifications based upon the
rerceived needs of using commands based upon surveys and analyses of threat capabilities.

The result was a system architecture that focused on the integration of avionics sub-systems through the use of a set of
specifications for a “Bus” and “Central Processing Umt.” That is, the specifications focused on the interfaces between
systems. So long as the subsystems were compatible with the Bus and CPU specifications, the design of the sub-systems was
constratned only by performance requirements. The advantage of this architecture, based on tnterface specifications between
subsystems, was that incremental improvements or additions to the avionics suites could be integrated without a total redesign
of the avionics system.

Standardization in the F-16 program centered on the 1553 Bus and the 1750 CPU . ""he Avionics Subsystems simply had
to meet these interface requirements.

LH AND ATF AVIONICS

In the ATF (now the F~-22) and LH (now the RAH-66 Comanclie) programs, a modular avionics architecture will be used.
Rather than focusing on a standard mterface between subsystems, the standard nterface will be the backplane between data
and signal processing modules. Module designs for data processing will use the INTEL 80960 32-Bit CPU, and Ada software.

Despite having standard specifications, we still have not “standardized ” modular avionics in the LH and ATE The
“standardization” evolution is progressing, however, now that the contracts for the Lockheed YF-22 and the
Boeing-Sikorsky Comanche were awarded. The Intel 80960 CPU will be the standard avionics processor in both systems and
Ada will be the standard language. Had the Northrop YF-23 been selected for the ATF, the MIPS CPU would have been used
and this opportunity tor standardization across platforms would have disappeared. Through chance rather thandesign, a Jevel
of standardization will be achieved for the peripheral compiler.

With regard to the backplane, or the use of common modules in the RAH-66 Comanche and F-22, the issues are still
being werked. A significant opportunity for the use of common modules in both systems lies ahead of us. Although both
programs were originally intended to have identical specifications for the modular processors that were developed through
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the JIAWG and MASA, development of the modular processors is being done by different electronics companies and may
have differences 1n 1mplementation details that make them non-identical.

The fundametal fact 1s that standard specifications do not necessanly lead to interoperable equipment. Unless the
avionics and avionics integration were being accomplished by the same company, and cost, schedule, operating system ang
pe-formance supported standardization between both systems, complete and total standardization would probably not be
achieved.

TIMING

Major atrcraft programs influence avionics standardization more than do STANAGS or standardization studies. The
reason is that the aircraft program wil' take advantage of the state-of-the-art electronic technologies during the development
period. In turn, the standards evolve for that generation of aircraft. Without a vehicle (aircraft) to standardize to, a set of
specifications will not make the transition from paper to hardware.

Take for example the current multi-national ASAAC (Allied Standard Avionics Architectere Council). The purpose of
the Council 1s to develop a standard avionics architecture. The resulting product wilt not be ready for the F~22, EFA, and the
RAFALE programs which are already in development. In fact, industry 1s pressing forward with the F-22, EFA, and RAFALE
avionics architectures. Ultimately, whatever document emerges from ASAAC, will be of little immedsate application, unless
there 1s a major avionics upgrade to these aircraft. In all likelihood, the ASAAC results would be used as a point of departure
for future program specific requirements.

The standardization issue at the national level in the US 15 less compiex than that at the international level, however, the
outcome is generally the same; we fall short of ambitious objectives. Ideally, the JIAWG should have established an avionics
architecture standard for the LH, ATF, and ATA. In realtty, it could not. The program cost, schedule, and performance were
and will coniinue to be the over-nding factors. Standard Avionics will likely be relegated to a second or third tier
consideration in program decisions.

The industrial perspective 15 quite simple; meet the cost, schedule and performance requirements first and foremost.
Standardization will evolve, to whatever extent is practicable during FSD and be fixed dunng production,

MODULAR AVIONICS

One research program n the US which has had a profound effect on the current generation of avionics which will be used
in the RAH~66 Comanche and F- 22 programs and, as well, in the F-16 Mid Life Update program is the USAF VHSIC
Avionics Modular Processor (VAMP). This research and development effort focused on a processing requirement several
orders of magmitude greater than the previous generation of avionics. The architecture was driven by the electronic
advancements 1n a variety of sensor systems and weapons systems that demanded vastly more powerful processing that could
integrate the data in real time.

In the early 1980's, the data and signal processing requirements for the new generation of integrated sensor and weapons
system requirements were addressed 1n a coordinated research plan. Concurrently, JIAWG and MASA monitored and
directed the research to make the most advantageous use of electronics developments 1n both the commercial and military
communities

The architecture envisioned the use of a High Speed Fiber Optic Data Bus for transfer of raw data in the SOMHz range,
massively parallel array processors for signal data in the range of 500-750 MOPS, the instantaneous transfer of processed
signal data to a digital processor, SEM~E modules, and higher speed 32 bit RISC processors, integrated into a single modular
avionics processor.

The bazzresea ¢ on modu's wrions was very suceessful, The product of the US effort was 2 modular data processor
thatip v (780ACPU Medale, 2 1553 Data Bus Module. The research was extended to the international community via
cooperaus » Seve'opnsens prejects with “rance and Germany. The French VAMP program addressed the integration of a
Non~Vola''e wisma.y Madu's, and a 32 Bit 68020-vased CPU processing module. The German VAMP program will
incorporate sy v * s Ineach clement of the program, valuable insights were gained by both the military and industrial
participants.
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These insights laid the groundwork for the RAH-66 Comanche and F-22 program specifications for full scale
development. Without the concurrent R&D effort and full participation by both government and industry, the avionics
packages envisioned for the RAH-66 Comanche and F-22 would not have progressed to this point.

MILITARY - INDUSTRIAL COOPERATION

Key to the military avionics standardization process 1n todays electronic environment is military-industnal cooperation
beginning during the basic research phase of avioacs concept development and continuing through Full Scale Development.
This cooperation should be accomplished at both the national and international level on a continuing basis f it serves no other
purpose than to establish a baseline of departure for potential cooperative programs.

As I discussed earlier, the RAH-66 Comanche and F-22 avionics specifications were greatly influenced by the success of
the modular avionics research program as well as the JIAWG and MASA efforts in the US. The US military and US industry
were positioned to take full advantage of the lessons learned in the research effort and apply them 1n a relauvely short time to
the FSD programs. Program cost, schedule and technical risk were reduced to an acceptable level.

At the international level, ASAAC provides the same opportunity for future aviomes programs if their work is tied to
cooperative research. However, some major obstacles must be overcome before ASAAC can achieve mutually acceptable
results for all participants.

The US isin a position to offer a baseline for future avionics architectures but there appears to be an unwillingness of the
European participants to accept the US JIAWG and MASA products as a point of departure. Lacking an agreement on the US
work as a point of departure, the US would get no return on any investment that requires a return to basic studies that have
already been completed . The reluctance of the European participants, on the otter hand, :c sccept the US baseline is
understandable since their military needs and their industrial investments may not be satisfied by the US baseline.

The timing for ASAAC may simply not be 1n the best interest of all participants in the absence of a major international
program to which the results could be applied. Nonetheless, a mutual understanding of the leading edge electronics
technology by both the military and industrial participants 1s needed to establish a basehne technological approach. To this
end, in the absence of a multi-national program, NATO should establish an entity that would maintain an up-to-date set of
awionics electronics specifications.

The principal issue to be decided is whether or not an organization dedicated to the maintenance of an up-to~date set of
baselme avionics electronics specifications is of value. Once this issue is dectded, the type of organization and funding sources,
etther government, industry, or privaie, or any combination thereof, can be addressed. The full range of standardization
orgamzations exists today, from those staffed and funded by the government to those which are non-profit foundations
supported by grants from industry.

SOME MODELS FOR STANDARDIZATION

Asyou are well aware, a standardization organization or multiple standardization organizations for everything from soup
to nuts exist. If a standard does not exist, someone will eventually fill the void. These orgamzations come in all sizes and
shapes. My purpose 15 simply to identify a few different types of organizations which influence standards in the «ommercial and
military electronics arena that could be used as a model for future mulitary avionics requirements 1n the international arena.
These orgamzations include, but are certainly not limited to the following:

Acronautical Radio, Incorporated (ARINC) - A private corporation that coordmates Communications and Avionics
Standards among the airlines and the airframe manufacturers. Much of this work is accomplished through open forums on
avionics specifications, aircraft installation provisions, and standards for test equipment,

Airlines Electronic Engineering Committee (AEEC) ~ A spacial organization within ARINC which is fully funded by the
airframe manufacturers. It is the focal point for the commercial airframe manufacturers and avioncs equipment designers,
the Federal Aviation Administration, and the international aviation community to develop the next generation avionic
guidance and specifications for commercial modular avionics.

Open Software Foundation (OS¥) - OSF is incorporated as a non-profit, industry supported research and development
organization.This international organization was created to define specifications, develop leadership software, and make
available an open, portable software environment. The foundation complements the work of various worldwide software
organizations, and will provide implementations consistent with those standards.
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Next Generation Computer Resources (NGCR) - The US Navy, under the auspices of the NGCR, has established a Project
Support Environment Standards Working Group (PSESWG). The purpose of this US Navy funded joint industry/US Navy
working group 1s to establish interface, protocol and service standards for mandatory use in future US Navy systems
developments The specific objective is to select/define a set of industry-based standards to form an “open” framework for
project support environment tools, user interfaces, database management systems, which will be applied in the development
and maintenance of future US Navy programs.

These are but a few orgamzations which are focusing on the next generation of hardware and software for electronic
systems. The common thread between these organizations is an attempt to establish a comprehensive baseline with respect to
state-of-the-art, evolving technologies, in the electronics world.

CONCLUSION

The concepts and 1deal of interoperability and standardization are fully appreciated and embraced at the national
resource level. The reality of standardized aviomcs does not approach the grand concepts. Philosophically, however, we
should not abandon these concepts, otherwise total chaos would reign. As imperfect as the process and as elusive as the goals
may be, any movement toward that goal 1s commendable and worth the effort.

The degree to which standardization is achievedis a function of products accepted by the customer. Without a product and
a customer, standards exist only on paper. This is the case in both the commercial and military market.

Standards in the commercial processor market are evolutionary and guaranteed to be de facto standards. In the military
market, standard specifications, are provided, however, they in themselves do not guarantee a standard product. Two
competitors designing a piece of hardware to the same specification will undoubtedly produce noncompatible components.
One would assume that since the RAH-66 Comanche and F-22 aviomcs nterface specifications were identical, modules
would be interchangeable, but this 15 not assured to be the case. Despite the efforts of JIAWG and MASA, agreement ona
CPU could not be reached prior to contractor selection. Through chance, the winning contractors both selected the INTEL
CPU, and degrees of standardization will be achieved through the use of a common compiler.

In the environment where program cost, performance and schedule deminate the decision process, and standardization is
a second or third tier consideration, total standardization will not likely be achieved on the national level. Internationatly,
where operational requirements must be harmonized before a development and production decision, and national political
and economic considerations are also dominant, the achievement of international standardization becomes even more
difficult.

The greatest opportunity for international standardization in military avionics wili come from government sponsored
ASAAC - like activities when a target airframe is identified and a cooperative development is initiated. Again, however, the
standardization will be limited to that particular aircraft. The aircraft market 1s so small and developments so separated by
time and growing requirements that total standardization amongst the total fleet of aircraft is unreasonable to expect.

Industry, on the other hand should not realistically expect their respective governments to maintain updated
specifications for electronics . I suggest that government and industry, on both the national and international levels, should
pursue the establishment of an organization to maintain electronics standards for avionics that could be applied to military
avionics. In the absence of an international co-development program, this is the most logical and supportable alternative. The
information could be used by the military as an information baseline for developing military specifications that will lead to the
greatest degree of industrial standardization.

In closing, the implications of interoperability and standardization for industries involved in the avionics business is still
driven by the military 0. ganization. We will build to whatever standard the customer desires, provided (hat the opportunity to
make a profit is presented. In order to be in a posit.on to win the business, we must stay abreast of the state-of-the- art design,
engineering, and manufacturing processes of the electronics :ndustry and provide a competitively priced, quality product that
meets cost, schedule and performance requirements. The latter are the most important standards for long term survival.
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RAH-66 and F-22 Architecture
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AVIONICS TECHNOLOGY BEYOND 2000

by
L. McFawn and D. R. Morgan
Wright Laboratory
Avionics Directorate, WL/AA
Wright-Patterson AFB OH 45433-6543

U.S.A.

SUMMARY

If current trends continue, military avionics will
face a very difficult situation at the turn of the
century. This situation is predicted despite
impressive strides made in avionics performance,
reduced weight per function, reduced cost per
function, and a steady improvement in hardware
reliability over the past 20 years.

We want and need affordable performance with
little or no support required. However, the
projected avionics performance improvements
needed for increased situation awareness and
automation, the escalating costs of software and
sensors, and the manpower and ground facility
support limitations imposed by austere base
operation are currently incompatible. If we are
unable to achieve a reasonably balanced
affordability/availability/performance capability
triad, there will be no other option than to
substantially reduce either the number of weapon
systems or their war-fighting capability.

The basic architectural framework and modular
avionics strategy (viz., PAVE PILLAR) needed to
achieve this triad will soon be in place. Most of
the needed enabling technologies are under
development. The next step will be to carefully
exploit, integrate, and validate these technologies
in bold, innovative ways. Dramatic changes will
be needed in the way we integrate and share
sensor functions; in the way we develop and
support software; and in the design environments
we use. Some of these changes will induce
“culture shock™ and will not be welcomed at first,
However, the authors believe that the
improvements needed in future avionics cannot be
realized by evolutionary methods.

I.CHA.LLENQES_FQI%.EARLX_ZISI_
CENTURY AVIONICS

This section contains the authors’ opinions of
the projected factors that will fundamentally

impact future avionics systems and the
implications of these factors.

The Need to Improve Performance

It is reasonable to project that stealth will
become a primary design consideration for mar.
new airbomne military systems. Achieving
avionics stealth whilc providing sufficient data to
inform the aircrew of threat, terrain, and targeting
information implies the following:

a. Electronic Support Measures (ESM) and
Infrared Search and Track (IRST) passive sensors
will be increasingly important on-board sources of
information for air-to-air missions; use of
Forward Looking Infrared (FLIR), laser radar
(LADAR), stored terrain data, and power
managed radars will be the pritmary on-board
sensors for air-to-ground missions.

b. Extemally derived data (bistatically
developed, from Joint Tactical Information
Distribution System, etc.) will need to be
integrated to complement on-board sensors.
Additionally, flight-wide to force-wide
exchange/coordination of data will become much
more important.

c. Active sensors will still be required, but
they will be designed with low probability of
intercept characteristics. They will be invoked
and controlled through automated means to
complement passively derived data. Sensor
control strategies will be extremely complex with
parameters such as signal strength, dwell time,
and beam/null steering being carefully controlled.

d. Significantly enhanced automating aids will
be required. Use of artificial intelligence and
neural network technologies will be needed to
routine y aid pilot decision aiding. Automatic
targe! recognition for both ground and air targets
will become mandatory. -
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e. Data from on-board/off-board passive
sources, integrated sources, and active sources
will need to be fused and coordinated as a
function of dynamic mission situations. On-board
actively derived data from radar,
communication/navigation/identification (CNI),
and electronic warfare (EW) will need to be
integrated.

Achieving these capabilities will require
significant advances in sensors and sensor signal
processing. We will need to put the equivalent of
teraop (1012 operations) super computers into
future avionics.

The N r Low: vioni

Achieving stealihy situation awareness from an
airborne platform could conceivably become so
complex and costly as to prohibit its widespread
use. The software complexity alone could
overwhelm us. Consider the massive costs and
difficulty being experierved today for “simple”
software; and then consider how we will ever
design, develop, and debug real-time artificial
intelligence (AI)-basr:d software that
simultaneously controls, fuses, and reconfigures
such a complex system across diverse systems.
When one considers the enormity of the cost and
effort of developing and supporting the software
across several aircraft having complex sensor
systems, it becomes apparent that fundamentally
and dramatically new, more efficient means of
designing, developing, and supporting software
will be mandatory.

Figure 1 shows the historical increase in on-
board programmable memory and processor
speed in military aircraft. Signal processing
requirements for next-generation fighter aircraft
will reach approximately 10-20 billion operations
per second (BOPS) with a need for 100-200
MBytes of memory (Ref 1). Obviously, when the
aforementioned sensor processing and automation
processing capabilities are considered, even more
dramatic speeds (e.g., 1000 BOPS) are expected
soon after the turn of the century.

Figure 2 shows how the cost of software
required to fill Air Force needs is steadily growing
(Ref 2). For amodem fighter, we can expect to
spend $1.5B to develop the code and $3-4B to
support it over the weapon’s life cycle. Although
our efficiency in developing real-time software is
improving at 3-4% per year, the demand is

growing at about 12% per year. We are falling
behind, and the job is becoming harder.

Figure 3 shows the dramatic shift from
hardware-based solutions to software-based
solutions (Ref 3). Despite the immense costs and
manpower shortfall brought on by real-time
avionics software, its ability to permit flexibility
and ease of growth to respond to the threat still
remains a lower cost alternative to hardware-based
solutions.

Avionics hardware costs have also been
escalating in response to performance and system
adaptability needs. Figure 4 shows the historical
trend in avionics cost as a percentage of weapon
system flyaway cost. It has been estimated that
hardware sparing, repair, and maintenance costs
can be four to five times as much as the flyaway
cost.

What are the primary cost, reliability, weight,
power, and volume drivers for avionics
hardware? Although the answer to this question
cannot be obtained unless the exact configuration
of the aircraft is known, general trend information
is revealing.

As an example, it is highly informative to
compare the relative cost, weight, volume,
electrical power, and reliability of avionics for a
conceptual multipurpose (air-to-air and air-to-
ground) fighter using today’s technology. Figure
5 (Ref 4) shows the above breakdown for sensors
(multifunction integrated radar, EW, CNI, FLIR,
terrain map), Integrated Core Processing (ICP)
(data and signal processing), along with stores
processing, vehicle management system (VMS),
system mass memory, and displays and controls.

Iote the sheer dominance of sensors in all
caiegories. This should not be surprising when
one considers the function of avionics is to sense
or recall stored information of the entire outside
world, provide information for presentation to the
aircrew, and provide information to the stores and
vehicle control systems. It is precisely this
outside world, requiring improved sensing, which
has become so cxtremcly complex and difficult
(e.g., numerical superiority of threats, stealth,
robust elecwronic intelligence, desire for
cooperative/internetted operation with friendlies,
the desire to operate in adverse weather and at low
altitudes, etc.). Data and signal processor
hardwarc und software, controls/displays, and
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avionic architectures simply “operate” on the
fundamental sensor data, reformatting, storing,
transporting, processing, and displaying it. And,
potentially compounding the sensor cost and
complexity situation around the turn of the century
will be the onset of advanced sensors and
algorithms with dramatic new capabilities.
Interflight data will be exchanged automatically
with regularity; bistatic radar operation, where the
emitter is in a sanctuary location, will become a
commonplace tactic; ground targets will be
automatically recognized, using on-board
Synthetic Aperture Radar, laser radar (LADAR),
and FLIR. Some sensor components will be
housed on Unmanned Aerial Vehicles having
offensive and defensive missions.

Sensor cost will be the fundamental driver in
determining what performance capability we will
achieve (afford) in the early 21st century for
military aircraft. It must be driven down; and
associated sensor weight, volume, and electrical
power must be controlled. The same concepts of
commonality, modularity, standardization, and
sharing that have dramatically reduced the cost-
per-performance ratio for the ICP portion of the
avionics system must be applied to the sensor
portion. Solutions are on the horizon. Both radio
frequency (RF) and electro-optical (EO) apertures
can be shared if the results of current day research
and development (R&D) programs are exploited
(e.g., radar/ESM/CNI, FLIR/IRST); a common,
modular family of supercomputer quality
preprocessors and signal processors is becoming
a reality, modular RF receivers appear promising,
work on a sensor network architecture that
enables the switching and data distribution of
sensor data has begun, and design efforts for
integrated sensor systems are underway. As
shown in Figure 4, the steadily growing (almost
straight line) percentage flyaway cost of avionics
for fighter aircraft (12% for the F-4 in 1960 to
about 35% for new fighter aircraft) must be
halted. Integrated sensor systems, to be described
later, hold out the greatest promise of stabilizing
this trend, assuming software cost trends can be
also stabilized.

N v iopi ilabili

The projected support environment for Air
Force avionics around the year 2000 will force
fundamental changes in electronics design,
packaging, and cooling. The “Air Force
Reliability and Maintainability (R&M) 2000”

13-3

report portrays an immensely challenging situation
for the avionics support community (Ref 5). The
report emphasizes the need to plan for austere
support conditions, dramatically improve avionics
reliability, simplify maintainability, and reduce
flight-line personnel, thereby reducing
dependencies on the supply pipeline.

The authors believe that the “R&M 2000”
scenario implies that the following characteristics
are needed for 21st century avionics: (1) we must
extend the use of modular electronics across a
wide spectrum of avionics applications; (2) the
number of different module types must be kept to
a minimum to allow a full complement of spares
1o be carried on a small ground-based vehicle; (3)
pervasive use of built in test/system integrated test
with Al programs is needed, along with more
extensive use of fault tolerance; (4) the concept of
deferred or scheduled maintenance for avionics
will need to be implemented, where graceful
degradation concepts are built into virtually every
module; and (5) advanced packaging and cooling
technologies must be implemented to improve
reliability.

The High Reliability Fighter (HRF) Concept
Investigation undertaken by ASD/XR describes
the reliability levels we may be able to achieve at
the start of the 21st century. This study
developed a baseline aircraft for comparison
purposes consisting of the composite of 50 r so
of the most reliable subsystems 1n the inventory
(4.35 hours mean time between failure [MTBF]
for the entire weapon system). By applying the
reliability enhancements projected in airframes,
engines, and avionics, the HRF was projected as
having a 40 hour serial MTBF, with the avionics
system MTBF at around 186 hours (compared
with 12.6 hours baseline composite). By using
redundancy, mean time between critical failure
(MTBCEF) figures of 150 hours were projected for
the weapon system (Ref 6).

Challenge

The preceding discussions highlight the
formidable challenge of simultaneously improving
performance, lowering cost, and improving the
availability of future military avionics. The
remainder of the paper offers projected solutions
in three broad areas: (1) avionics architecture,
including the technolngy enabling “infrastructure”
of processing, packaging and cooling, networks
and switching circuitry, and the concept of
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integrated sensor systemns; (2) avionics software;
and (3) avionics design environments.

2. AVIONICS ARCHITECTURE

Trends

Figure 6 shows a portrayal of the federated
architecture being flown in a vast majority of
today’s U.S. military aircraft. Sensors,
processors, and displays are usually stand-alone
“black box entities.” Physical integration is
achieved by STANAG 3838 (MIL STD 1553B)
data bus(ses), with information integration
provided by the crew which assimulates and
interprets display information. Data processing
has been generally standardized (e.g., MIL STD
1750A, 16-bit computers for USAF aircraft), with
JOVIAL (again for the USAF) being the common
software language. Separate sensors have their
own chain of apertures, transmitters, receivers,
preprocessors, signal processors, and sometimes,
displays. Multifunction displays are frequently
used. System control is provided by a close-
coupling between crew (switch activation) and a
real-time, centrally located operating system
resident in a standard data processor.
Reconfiguration due to a bus failure is employed.

This federated architecture stems from
pioneering work accomplished by the Wright
Laboratory Avionics Directorate’s Digiral
Avionics Information System program and has
been highly successful. However, system
limitations arc being observed for highly complex
avionics suites. These limitations include:

a. inadequate bus bandwidth (1 megabit per
second [MBPS)), resulting in several buses being
required;

b. lack of robustness in operating system
control for complex subsystems that need bus
control to accomplish data servicing;

c. highly hmited fault tolerance capability;

d. limited standardization;

e. dependence on intermediate shops at air
base to affect repairs, thereby incurring added

hundreds of millions of dollars of cost over the
avionics life cycle.

The Integrated Avionics Architecture shown 1n
Figure 7 solves many of the limitations and forms
the baseline architecture as we enter the 21st
century. This architecture was developed by the
Wright Laboratory Avionics Directorate and is
being employed on the Advanced Tactical Fighter
(F-22) and the RAH-66 (LH) helicopter. One
extremely important aspect of this architecture is
the appearance of integrated functional
subsystems--viz., the integration of CNI
functions and EW functions to affect tighter
control and sharing of resources, the appearance
of a Vehicle Management System (VMS) (the
integration of flight, propulsion, electrical, and
utilities control), and an integrated stores
management system. With the exception of high
bandwidth sensor signals, data and control
information is exchanged over the interconnect
network under contro! of core proressing.
Because VMS is safety-of-flight critical and stores
are safety critical, each integrated functional
system has its own control resources and can
reject data received from the interconnect network.
In order to accommodate high bandwidth signals
between processing centers and the cockpit or
sensors, a High Speed Data Bus (HSDB)
“Interconnect Network” has been added (a linear
token passing distributed protocol operating over
a 50 MBPS fiber optic link). Graphics-based,
synthesized displays provide improved situation
awareness. Separate sensors send digitized, high
data rate, preprocessor signals (e.g., 800 MBPS)
through point-point (see Data Net block on Figure
7) fiber optic links to the “Core Processing”
which includes both signal and data processing.
This architecture framework can be described as
“open” in that it does not preclude the use of other
networks or configuration approaches within the
various functionally integrated systems. For
example, STANAG 3838 can be used within the
VMS, and MIL STD 1760 can be used within the
stores system. And, although the core processing
is implemented through a controlled family of
standard form, fit, and function modules (which
are replaceable at the flight time with no
intermediate shop repair required), “black boxes”
could be used for the VMS system. Further, if a
network of STANAG 3838 (MIL STD 1553B)
based avionics boxes were to be used, the
designer simply uses a HSDB/1553B input/output
(I/0) module, which is one member of the
standard family of digital modules. Standard
modules include 1/0, power supplies, network
switching, sensor interface, global memory, 16
bit and 32 bit data processing, and floating point




processing for virtually any data or signal
processing function. A limited number of custom
modules are needed for EW and CNI signal
processing.

Referring to Figure 8, we see how the family
of common moduies are “mixed and matched” to
create processing clusters for signal and data
processing, along with pooled spares for
purposes of reconfiguration in the event of
module failure during flight. This process
requires the extensive use of chip-level built-in-
test and ~n operating system capable of
reconfiguring to a desired state. An Ada-based
operating systemn and application programs are
used. The form, fit, and function of all digital and
support modules, associated connectors,
backplane buses and switches, and method of
cooling is governed by a Tri-Service organization
called the Joint Integrated Avionics Working
Group (JIAWG) to ensure high-volume, low-cost
module use through force-wide deployment.

From a family of roughly 20 different modules
(including power supplies and input/output
modules), virtually any signal of data processing
function can be implemented, possibly using a
total of 200-300 modules. Modules are edge
cooled through a conduction heat exchange from
the module center plate and the ribs (top and
bottom) located in the rack. The working fluid is
pumped through cavities in the rack to enable easy
flight-line replacement. A typical module weighs
about 0.75 kg, is approximately 15x15x1.5 crn in
dimension, and has an approximate reliability of
10,000 hrs MTBF. Currently, 32 bit data
processor modules operate at 20 million
instructions per second and a Floating Point
Processing Element module operates at 125-150
millior FLOPS using Very Large Scale
Integration technology. A module generating 40-
50 watts can be cooled to around 80 degrees
junction temperature. Intermodule communication
is supported by robust data network and switch
traffic across a 24-28 layer backplane (controlled
by the JIAWG organization). Figure 9 shows a
Common Signal Processor. Overall network
control resides with a Data Processing Module
which is connected to a dual Parallel Interface bus
(backplane bus, 25 Megawords/sec) or to a
Testing/Maintenance backplane bus which
supports testing on a noninterference basis. High
speed digitized sensor data enters the processing
complex through a Sensor Interface module, is
routed through the backplane to Data Flow

Network, parallel switch modules (32 bit data
path, 25 MHz clock for 800 megabit/sec), to
Global Memory modules for buffering and on to
Processing Element modules for floating point
processing.

Before departing this architecture, note that
Radio Frequency (RF) and Intermediate
Frequency (IF) modules for a given function
(e.g.. CNI) could be placed within the same
enclosure (with backplane modifications) if
desired. However, it is fundamental to note that
although this architecture supports growth,
redundancy, reconfigurability, communications
security, and data fusion, it is primarily a
digitally-based system. It is the product of the
most advanced technology deployable this decade.

211G Avionics Archi

The question can now be asked ... “how can
we improve on this architecture?” The previous
discussion on challenges for 21st century avionics
reveals that, if possible, sensor cost, weight,
volume, and power need to be attacked, further
reliability improvements need to be made, and a
feasible, cost-effective means of achieving
“supercomputer”’ quality digital processing must
be implemented. We will need to enhance the
baseline digital integrated avionics architecture
while extending it into the sensors. The strategy
remains the same: coniinue with the use of a
common, modular, standard family of modules
(be they RF or digital) to reduce cost and
supportability problems; share functions wherever
possible to reduce weight, volume, and, hence,
cost; exploit and integrate advanced packaging,
cooling, and interconnect technologies to reduce
weight and volume and improve reliability;
establish a means to achieve fault tolerant system
operation to reduce weight, volume, electrical
power and cost, and improve system availability.
An integrated sensor architecture is needed.

The abeve question now becomes a series of
questions ... “What do we need to improve? With
what technologies? What are the needed
architectural constructs? Can we simply add on to
the PAVE PILLAR architecture or must we
substantially depart from it? Are there
evolutionary steps which must be taken? Are we
clever enough to overcome software complexity
problems? Will cultural resistance to functional
wntegration be a more powerful retaidant than the
technolngy? How does a design team architect




such a system? What will happen to classical
boundaries between CNI, radar, or EW; to
offensive and defensive avionics; to RF and EO
avionics?” The following discussion hopefully
will provide insight into these issues.

Figure 10 outlines the basic requirements that
must be embodied in this advanced architecture.
The PAVE PACE program, currently underway at
Wright Laboratory, has begun the process to
embody these requirements initially into a design
and ultimately, into a system demonstration.
Figure 11 shows the resulting top-level sys:em
block diagram and the highlights of the approach
being taken. Note the fundamental precept of
building onto the PAVE PILLAR concept to
permit cost effective preplanned product
improvement upgrades as well as application to
new aircraft weapon systems. In comparing this
architecture with Figure 7 (PAVE PILLAR), the
most obvious difference is the introduction of the
integrated RF and EO sensor systems. As we will
see, there will also be significant upgrades to the
data network and the core processing. Note also
that future avionics systems can be viewed as
consisting of six major categories: RF, EO, core
processing, cockpit, vehicle management
processing (flight, propulsion, and utility
control), and stores processing. The following
discussion outlines the basic characteristics of this
21st century architecture.

Integrated Core Processing
The Integrated Core Processing functional area
accomplishes signal, data, and a majority of

digital preprocessing functions using a standard
family of highly advanced digital modules.

During 2000-2010 application, it is predicted
that silicon-based digital circuits (e.g., BICMOS)
will suil be the dominant technology, with circuit
feature size of 0.5 microns and a clock rate of
100-150 MHz being commonly used. Multi-chip
packaging (MCP) will be required to avoid the
speed slowdown encountered by printed wiring
boards (e.g., a factor of 4 speedup is possible).
Here, bare chips will be closely arrayed on silicon
substrates, with interchip communication
accomplished by balanced transmission lines a
few microns wide. Wafer scale integration and
superconductivity are not currently projected to be
used except for highly specialized applications. It
is projected that by a 1998 proven technology
availability date, the following performance

)

should be achieved per module: General Purpose
Processing Element: 450 MIPS; Floating Point
Processing Element: 2400 MFLOPS; System
Mass Memory: 144 Mbytes; Photonic Switch
Module: 64 x 64 optical cross-bar switch.

MCPs will form the building block for future
digital avionics. An MCP can be imagined to
contain 40-50 chips, is 5 times more efficient in
packaging density, consumes 5-50 watts,
measures 2.5 to 10 cm on a side, and has a
reliability in excess of 100,000 hrs MTBF. They
are a possible throwaway item at the depoi.

Figure 12 shows the concept of how members
of a MCP family are “mixed and matched” to
create a family of standard modules. Such a
module is shown in Figure 13. Note that because
of extremely dense MCP packaging and high
circuit clock rate, modules will require improved
cooling since 100-200 watts heat generation per
module is forecast. Liquid flow-through cooling,
where the fluid in the rack is phmped through a
heat exchanger within the hollow centerplate of
the module, will be used. This technology has
been tested for ruggedness and is capable of
removing 200 watts with a junction temperature of
83°C. Note, also (Figure 13), that optical
interconnects will be commonly used to affect
sensor/module and module/module data
interchange. Such interconnects are needed to
permit high speed (2 Gigabit/sec) switched data to
be processed, creating the need for an optical
switching module, a photonic backplane, and
photonic J/O circuitry on each module. Figure 14
shows a conceptual portrayal of how various
modules would communicate through the switch
controller. Such a photonic backplane
configuration, operating at 1 Gigabit/sec is being
developed by the Wright Laboratory Avionics
Directorate. Substantial size reductions of the
laser transmitter will have to be made before this
design is implemented in practice, although it is
expected to be available by 1995.

it/Pilot Vehicle I

Reduction of crew workload while providing
situation awareness of the threat, targets,
friendlies, weather terrain, and obstacles will
remain the PVI challenge for early 21st century
avionics designers. Figure 15 illustrates an
advanced PVI concept with these capabilities. An
integrated helmet mounted display/sight will
provide a graphical, “virtual” world for situation




awareness and off-boresight target acquisition and
weapon release. Large head-down displays,
using full color liquid crystal display and robust
graphics technologies will be used to present
“BIG PICTURE” situation awareness.
Information from several sensor sources, whether
on-board, from within the flight, or external to the
flight, will be fused for improved graphical
imagery presentation targeting or track file
prediction. Artificial intelligence technology will
be used for automatic display modeling and for
real-time route planning, and will provide crew
recommendations for tactics and system
reconfiguration in the event of hardware failure.
In addition, speech recognition is expected to find
utility in this time frame. However, the most
significant automation impact is expected to occur
with automatic target recognition. This
technology is being vigorously pursued at the
Wright Laboratory Avionics Directorate and is
expected to finu partial use before the end of this
decade (e.g., target cueing) and be fully
operational by 2005-2010. The vast majority of
graphical, fusion, and automation processing will
occur in the integrated mission processor
complex. Communication to the cockpit (panel
and Helmen: * Tounted Display) will be
accomplished over a fiber-optic, switched
network.

hicl

Farly 21st century fighter aircraft are expected
to utilize highly maneuverable fly-by-wire flight
controls, as well as thrust vectoring, all aimed at
achieving extreme maneuverability.

Advanced VMS designs are expected to
incorporate an integrated suite of sensors,
effectors, and processors that control the state of
the vehicle. This suite will include: (1) flight
control resources such as control surfaces; vehicle
reference sensors such as accelerometers, rate
gyros, angle of attack, and airspeed indicators; (2)
utility management functions such as electrical
power control, lighting, nose wheel steering, and
environmental control system; (3) propulsion
control (both engine, thrust deflectors, and inlet
control; (4) controls (e.g., throttle, stick, rudder
pedals) and displays (e.g., attitude direction
indicator, angle of attack indicator) (see Figure
16). An integrated, bus-structured triplv-
redundant set of vehicle management processor
clusters will be used to meet safety-of-flight (the
probability of loss of control for the vehicle

should be less than 1x10-6, the probability of )
mission abort less than 1x10-3). Such a highly
fault tolerant system must detect, isolate, and
recover from faults in less than 30 milliseconds.
Although a modular approach will be used to
promote ease of maintenance and supportability
improvements, the question of the degree of
commonality with mission processing modules is
still under investigation. Although power supply
and switch modules could be used, most
memories on the VMS should be “burned-in” read
only memories (with battery backup) to protect
against electrical transients. However, many of
the previously described MCPs can be used.

Because the integrated data network traffic is
under 1 Megabit/sec, debate continues on the need
to use a high speed data bu< for commonality
reasons (50 Megabit/sec) o1 a DOD MIL-STD
’%73 )bus (the fiber optic version of STANAG

38).

A significant issue is the extent of VMS/Core
Processing i* “gration. Itis expected that shared
inertial sensors (for flight control and for inertial
navigation) will become commonplace for cost
reasons. Because of the close weapon system
coupling that is occurring with the VMS in the
areas of terrain following/avoidance, weapons
control, automatic, air-air trajectory control, and
the powerful new control capabilities that an
integrated VMS provides (e.g., high angle of
attack gunnery during air-air combat, rapid nose
pointing), debate continues as to whether system
control, trajectory steering, display management,
stores control, etc. should reside on the mission
processing or VMS areas. The authors believe
that generic boundaries of mission processing,
stores management, cockpit, sensors, and VMS
will exist on early 21st century avionics.
However, there will be close information coupling
across a system of data networks contained within
each functional area. Safety (e.g., inadvertent
stores release) and safety-of-flight (e.g.,
unrecoverable angle of attack) will dominate VMS
and stores System architectural partitioning. Each ‘
safety-related functional area will request data
services from the integrated core processing area,
and will then ensure its acceptability before use.

Integrated Sensor Systems

Having briefly described the core processing, ‘
cockpit, and VMS systems, the integrated RF and .
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EO systems, projected to be available in the 2005-
2010 time frame, will now be discussed.

The advent of microwave and millimetzr
integrated circuit (MMIC) technologies, opto-
electronics and high speed digital circuitry will
allow us to re-look at the way RF elecironics are
designed, developed, and integrated. Several
questions come to mind: (1) are there ways in
which we can reduce weight, volume, power, and
cost through functional sharing o7 hardware
building blocks? (2) does it make sense to attempt
to reuse these building blocks acrcss diverse
weapon systeins? (3) what type of aew integrating
architzctre is necded?

In answering \ese questions, one must
acknowledge that RF systems differ greatly from
digital systems in the following, f.ndamental
ways. RF systems are m. lti-dimensional in
bandwidth, dynamic range, and phase and as
such, they have been imylemented as point-
designed, custom functions within EW, CNI, or
radar functions. As a result, one RF system
component is often dependent on another (e.g.,
multi-stage amplifier circuits located across the
sensor system). If we are to separate unique,
point designed equipment from common
hardware, we must be able to “contain” unique
requirements closer to the aperture and develop a
“standard 1/O” interface that will allow common
modules to be used. RF equipment, because of
its uniqueness, has not enjoyed the
“infrastructure” of the digital industry relative to
common manufacturing techniques, chips, etc.
The RF industry often has to “roll their own”,
building onto what worked before. As a result,
learning curve experience and reliability is difficult
to achieve with low volume production and high
NOR-TECUITINg eXpenses.

Based on the above considerations, it would
appear that commonly shared rezeiver modules
may be the most attractive area for RF
standardization. For example, EW receiver
modules, each responsible for a specific
frequency band, could he time shared across
various EW apertures on an aircraft (the radar
receiver function may be a candidate for sharing
under specific conditions). Similarly, CNI
receiver modules can be time shared across the
20MHz-2GHz spectrum. These modules would
hopefully find standardized use across various
aircraft types.

-t

Using such receiver modules in such a manner
raquires a very low noise network that switches
the intermediate frequency signal to the .
appropriate receivers/processor modules.
Further, this switched network must support
multifunction apertures which are expected to be
available by the 21st century.

RF modules will fall into two classes: a set
which can be shared/duplicated across functions
within and across aircraft, and a set that is unique
to a sensor function, but which can be used on
several other aircraft types.

The type of “'sensor architecture” needed will
be determined by scveral factors. For example,
we will need to determine the extent of modularity
and fault tolerance needed to achieve improved
availability, where digital signal conversion is best
accomplished, where advanced signal fusion
should best occur and the degree to which
multifunction apertures will be available. These
issues are, in turn, related to hardware “front-end”
and receiver technology availability and the
resulting complexity and amount of the software
needed to control the system.

Figure 17 shows the basic concept behind an
integrated RF system design. First, note the use
of shared RF apertures across classical RF
functions. A recent PAVE PACE study
accomplished by McDonnell Douglas Corporation
estimated that a total of 13 antennas (five basic
types) will provide all the CNI/EW/radar
functions, replacing 25-35 different antennas
normally found on tactical aircraft. Here it is
assumed the RF band of operation extends from
30 MHz to 18000 MHz, with growth provisions
for higher frequencies. Both multi-arm and active
phased array antennas will be used. Broadband
matrix switches, beamforming networks, and
built-in-test circuitry will be used in the aperture
electronics, along with MMIC technology used
for phase shifters, switches, and low noise
amplifiers.

Studies to date indicate that only four frequency
converter types, each implemented in standard
flow-through modules, are needed to cover the
entire RF band (see Figure 18). The output of
each converter is a standard IF frequency where a
common IF switch module is used to direct the
signals to various standard receiver modules (six
types needed). In this way, various shared
apertures can be switched to frequency converters




(RF interconnect), and frequency converter
modules can be switched to various receiver
modules (comron IF switch), a fault tolerant,
shared family of resources will be employed to
dramatically reduce cost, weight, and volume.

For the entire integrated RF design, a total of
approximatsly 105 standard modules, 21 of which
are common to core processing, will be needed
(see Figure 19).

Few opportunities for sharir g EO sensors
appear to exist relative to the RF domain.
However, significant cost savings will occur if a
common IRST/FLIR aperture is used, along with
common modular preprocessors and integrated
core processing. Figure 20 shows a general
configuration of such an integrated EO system.

PAVE PACE studies to date reveal that
significant weight, volume, and cost savings can
be achieved by the use of common, modular
avionics in both RF and EO sensors, along with
the sharing of aperture and receiver electronics.
Preliminory analysis shows that for the RF
system, 65% of the acquisition cost can be saved
by the use of standard modules alone, compared
with a non-integrated, non-modular RF design.

The table below summarizes the results of the
McDonnell Douglas PAVE PACE study.

INTEGRATED RF SYSTEM! FEDERATED RF!
(1998 TECFNOLOGY (CURRENT R&D
AVAILARILITY) TECHNOLOCY)
RELIAPIUTY (HOURS) 441 158

COST (1990, U.S DOLLARS) 18M 7.2
POWER (KILOWATTS) 31 35
WEIGHT (LBS) . 450 940)
VOLUME (FT3) 54 115

INTEGRATED EO SYSTEM?  FEDERATED EO SYSTEM?

RELIABILITY (HOURS) 424 92
COST (1990, U.S. DOLLARS)  19M  aoM
POWER (KILOWATTS) 4 76
WEIGHT (LBS) 540 854
VOLUME (FT?) 65 181

1 RF system consists of full function CNI, multifunction
radar, and . SM/electronic countermeasure (ECM) system,

2. EO system consists of Navigation FLIR, targeting FLIR,
IRST, nfrared mussile warming (IRMW), laser warning,, laser
illuminator,

Figure 21 shows the significant differences

between the yse cf federated and integrated
sensors for fighter aircraft of the early 21st

century. One observation is clear: integrated

sensor systems implemented with a family of .
modules will be the most dominant change in

avionics during this period.

3. 21ST CENTURY AVIONICS SOFTWARE
E | Partitioni

Figure 22 shows the six principal application
centers that constitute the software architecture for
future tactical aircraft. Each functional block
shown has been defined to: reduce duplicative
functions, enable a modular software framework,
reduce data latencies, allow for growth, and
enable flight safety and system security related
functions to be segregated from the rest of the
:ystem. Note that a complex, internetted set of
srnaller software modules exists within each
“major”’ module shown.

The Integrated Core Processing “meta-
function” is partitioned 1nto a set of artificial
intelligence-based software modules that enables
mission planning, “ctical planning, situation
assessment, and >, reflecting the need to assist
the pilot in comp..«, time-compressed missions.
Further, an integrated data base is postulated. It
permits a coherent integration of previously
federated data bases dealing with knowledge
bases, electronic combat, weapons data,
maintenance data, terrain, navigation waypoints,
etc. This approach will bring much needed
discipline and cormonality to an area which has
seen tremendous proliferation.

Figure 22 also shows a more fundamental
change in avionics that is expected; viz., the
classical partitioning of sensors into offensive and
defensive categories has disappeared. One can no
longer find top-level “radar” or “CNI” modules,
but rather, an “Integrated RF module”. A new
culture will be needed; new ways 10 organize, to
design, to communicate are needed. Designers
must become more function oriented, instead of ‘
sensor oriented. For example, the range and
angle to target functions classically provided by
radar, ESM, and IRST are now viewed as coming
from an RF and an EO system.,

Figure 22 also shows the estimated magnitude
of the flow of digitized data between functional
modules. Figure 23 shows a general
configuration of how digitized sensor data, data
flowing betv-een data and signal processors, and
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digitized video data is routed through very high
speed optical network switches. Most of these
identical switches will be dual redundant for fault
tolerance.

This network will consist of an optical cross-
bar switch of approximately 64x64 size and will
operate as serial links around 2.5 Gigabits per
second, and packaged within a standard line
replaceable module. Note that this network is also
used to distribute data across a photonic backplane
that houses the array of standard modules
performing pre-processing, signal, and data
processing. With the advent of high speed,
compact photonics packaging, it is expected that
the use of metal circuits to carry signals between
subsystems and across backplanes will be
replaced by photonic circuits built from fiber cable
and optical waveguides. Also, the future of most
bus-oriented circuitry (photonic or not) appears to
be limited because of the significant strides
projected for semiconductor-based optical
switches (i.e., complex protocols and bottlenecks
occurring with buses are avoided with switched
networks).

! - Th re is Un in

The above discussion assumes that needed real-
time software can be, and will be, developed to
support the early 21st century avionics systems.
Figures 1, 2, and 3 clearly showed the magnitude
of software growth through the 1990s. It is
expected that this growth will only escalate during
the early 21st century.

Currently, the U.S. Department of Defense,
which went from a $20 billion software
expenditure during 1988 to a $34 billion
expenditure in 1990, has more lines of software
code on order in 1990 than has been written for
existing systems (Ref 7). Software development
programs, whether military, commrercial, or
consumer based are rarely on time and within
budget. Tuere is a substantial shortfall of trained
software pursonnel (a 12% demand growth versus
a 4% onrply growth per year). Wz make the vast
percentage of mistakes during the conceptual
design stage. For avionics, a million lines of code
requiring hundreds of people working for 3-5
years, must run in real time, and is expected to
contain zero errors. And then twice that cost and
effort will be spent debugging, changing, and
upgrading that software over the life cycle of the
weapon system. Clearly, a crisis condition exists

1 the design, development, and support of
software. These problems are further
compounded when the avionics requirements of
real-time operation and flight criticality are added.
We are currently approaching a cross road where
the question must be asked ... “are we capable of
designing the software needed to implement the
integration concepts enabled by advanced
hardware? Can we afford the software?”

A significant effort is underway to “solve” the
“software problem”. Fundamentally, 1t must be
turned into an engineering discipline raiher than a
“black art”. New tools and procedures wiil be
required; a new development and support piocess
is needed.

The software process has often been drvided
into several life cycle phases as evidenced by
many life cycle models. These phases often
include requirements analysis, specification,
design, code, test, integration, deployment, and
post-deployment support. Of these phases, post-
deployment support or maintenance makes up
over 66% of the cost of the software. Therefore,
it has often been addressed separately. However,
this post-deployment support is finally being
recognized as simply an extension of the
development cycle. Many have recognized that
the cumrent waterfall life cycle of DoD STD 2167A
(Figure 24) is in fact insufficient to address
complex software systems. Each phase of the life
cycle cannot be completely determined before
beginning the next phase. This approach
introduces a paradox: one cannot really
understand the problem until the software is
complete; however, you cannot write the software
until you understand the problem. This is the
reason many experts in the field are beginning to
suggest a spiral or cyclic life cycle model /Figure
25). This model consists of specify a little,
design a little, code a little, test a little, and repeat.
This method is also known as prototyping. The
process is repeated until the desired detail and
functionality is obtained. In this way of thinking,
post-deployment support is only another set of
cycles of the basic development cycle. The
emphasis on software management for future
avionics systems should center around improving
this basic development cycle (Ref 2).

The keystone to improving productivity and
quality of software is software reuse in the most
general sense. Software reuse relates to not
reinventing the wheel at each step in the software




life cycle. Reuse strikes at the heart of the “not
invented here” syndrome. The reuse concept has
been used within computer science for decades.
The concept is simple. When faced with more
and more lines of code to write, one simply
abstracts the language one uses so that fewer lines
of code need te he written. This can be seen in
the development of higher order languages (HOL)
in the late 1960s and 1970s. Faced with writing
massive amounts of assembiy code, computer
scientists came up with a higher level of
abstraction 1n HOL such as FORTRAN to reduce
the amount of code needed to be written Then
with the development of very efficient compilers,
HOL programmers were able to write one hine of
HOL code that was translated into several lines of
assembly language. This same principle was used
in the development of fourth-generation languages
in the business community. Another form of
reuse has =xisted for years. In the scientific and
mathematical community, mathematical and
statistical packages have been extensively reused
successfully for years. The challenge then is to
develop a strategy for injecting reuse into the real-
time avionics software development environment
to reduce the cost of avionics software through
increased productivity and improved quality.

Unfortunately, the solution to increasing the
amount of reuse oaly partially requires a technical
solution. The other portion of the solution
involves changes in culture, management, and
acquisition practices. Both the technical and non-
technical issues have been spelled out in
numerous reports. The real solution will involve
bringing technical solutions from other domains to
bear while considering the unique features of
avionics, and experimenting with 1nnovative
acquisition and management practices.

The technical solution has to involve a
coordinated attack along several fronts. First,
reuse has to be embedded in the software practices
and methods along the entire lire cycle. This
includes introduction of reuse into specification
and design as well as code and test. To do this,
the tools and methods in a software environment
have to be able to support reuse. Second, a level
of abstraction appropriate to avionics or other
subdomains within avionics needs to be agreed
upon. This will enable the level and types of
reuse to be defined and allow languages to be
defined to capture this reuse. This will then allow
“compilers” or translators to be developed to make
the proper tansformations. Note that this does
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not mean the elimination of the Ada standard
anymore than the introduction of FORTRAN
spelled the end of assembly language. These
higher level avionics language abstractions will be
built on Ada. Third, a method to catalog and
retrieve the reusable components needs to be
implemented. This methodology requires the mix
of database techniques, artificial intelligence, and
software engineering principles. And finally, this
whole process must be instrumented to measure
not only the productivity, but to improve the
quality and confidence in reused components.
Metrics can be developed to track the quality of
reused components to give the designer some
confidence in the quality of the component. Also,
reusable components could make formal
verification with correctness proofs a viable
alternative. Prcofs could be performed on
reusable components once and then reused with
complete assurance over and over.

4 T e

The management and acquisition issues
associated with software reuse will probably be
more difficult to tackle than the technical issues
involved. A change in culture will have to occur
within the software development community. The
“not invented here” syndrome will have to be
overcome. Acquisition practices will need to
change to create incentives for software reuse.
Software reuse involves a heavy up-front
investment to save cost later in the life cycle and in
other related projects. This investment cannot be
justified in today’s acquisition environment of
cost-plus or fixed fee contracts. The idea of
royalties may need to be investigated for reusable
components. This will promote the development
of quality reusable components, since developers
wi'l get paid based on the number of times a
component gets reused. And finally, the legal
issues of responsibility need to be addressed.
This could perhaps be the greatest difficulty in
reusing components across the avionics industry.

Once a software development process is
established, an integrated set of Computer
Automated Software Engineering (CASE) tools
will be needed. The following discussion of
CASE tools is adapted from Harris and Jackson
(Ref 3).

vionics CASE Tool
Of the more than 200 CASE tocl vendors

today, most have focused on only a small portion
of the total system dsvelopment process as
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mandated by MIL-STD-2167A. Most tools stress
requirements analysis and design specifications.
In general, each tool has its own data base and
internal interfaces that are usually incompatible
with other tools.

There is a need to emphasize those tools
necessary to maintain software throughout its
lifetime, plus tools critical to avionics software
development. Table 1 lists representative CASE
tools that need to be integrated.

TOOLS THAT ARE NEEDED

* Requircments * Real-time Testing
» Rapid Prototyping « Interface to Test Equmpment
« Analysis/Trade-Offs/  + Automated Testing
Conflicts

« Tracing * Configuration Management
* Transparent
* Design « Process Status Monutoring
« Structured/Object
Orented ¢ Information
« Selection of Reusable  + Automated Documentation
Components * Tred to the Software

¢ Analysis/Impact ¢+ On line easy access
« Reverse-Engineening  * Access to al] information

* Code
« Semi-Automatic from
Design
« Smart Editor

» Initial Test
» Automated Test Case
Generation
» Automated Unt Test
+ Automated CSCI Test
» Test Analysts

Table 1. Representative CASE Tools That
Need to be Integrated

Avionics software and hardware are often
developed concurrently. MIL-STD-2167A even
assumes this concurrency. Consequently, there is
a need for tools that permit integrated system
modeling (hardware and software). Some CASE
vendors have recognized this by teaming with
hardware simulation vendors to produce this joint
capability. This, however, is not typical.

As a complement to hardware development,
traditional software engineering is based on top-
down, functional decomposition of software
requirements in order to arrive at computer
software configuration units. These units
represent testable code. More recent software
design methodoiogies, however, are embracing

concepts of software reusability and adaptability
for their products. CASE has not yet addressed .
this latter approach.

As technologies advance and integrated
avionics become a reality, there is a need for tools
that permit development plus lifetime support of
new architectures that implement integrated
systems. These tools should cover both mitial
and post-development cycles, and support both
hardware and software simulations.

There is a need for CASE to provide
“instantaneous” documentation methods. Using
multi-media technologies, it should be possible
for documentation to be a natural part of the
design process, rather than an appendage that
occurs near the end of a milestone.

Tools that provide “‘automatic” code generation
and that draw from reusable software libraries are
needed for large software-intensive programs.
Many current tools make claims for code
generation, however, in most cases, only the
“shell” for code structure is provided. While this
is a step towards automatic coding, the ultimate
CASE tool would produce compilable code based
on an object-oriented design methodology.

Most methodologies implemented by CASE
tools supporting Ada define only high-level
declarations for the language, and lack capabilities
that define package specifications, package
bodies, generic units, and limited private types.

CASE tools should support planners,
managers, analysts, designers, engineers,
programmers, and system maintainers. There is
no current comprehensive tool that serves all of
these masters, although some purport to. The
problem collectively for CASE is that there are no
standards for interfacing tools or data bases, so
that individual tools effectively and efficiently
complement one another. This has forced
nonuniformity in software engineering
environments and the products they produced.

An Implementation Issue

A major problem of implementing CASE 1n
many situations is that of cost. The total CASE
implementation cost for a technical staff of 200
has been estimated to be $6.5 mitlion over a 5-
vear period. Companies must demonstratc, or
have a high level of confidence, that this
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magnitude of investment will pay off. This is
probably one reason for many “pilot” projects
using CASE. Documenied results so far show no
productivity gains for six months to a year after
the tools are introduced. Instead, losses have
been cited during the learning period. Many
software development groups do not practice
software engineering methods, which are
themselves a rather new discipline; and transition
to these methods is not immediate. By trair.” _
and tradition, software creation has been an
individual endeavor. Team-programming is
typically not learned until programmers leave
school and enter large corporations where the
corporate culture dictates 1t.

Usual cost categories to implement CASE for
the first time are: (1) workstations ($10K to
$20X per person); (2) the CASE tools themselves
($5K to $50K); (3) customization to integrate with
the current software engineering environment
(estimated to be at least 20% of total cost); and (4)
training costs (this should include “lost
productivity” costs while learning).

1 Avioni 1 Tool Set

An ideal CASE toolset environment for
avionics systems development would have most,
if not all, of the following attributes:

1. A single user-interface for all of the
individual tools of the set. This would provide all
users a “window” into their world that satisfies
their needs and minimizes training for the
organization.

2. A common data base that provides universal
integrated knowledge to all users.

3. A “windowing” scheme that allows each
different type of user (planner, analyst, designer,
engineer, programmer, tester, manager) to use the
tool set from different point of view.

4. The capability to implement “real-time”
documentation.

5. The capability to maintain traceability
among elements of requirements, design, coding,
integration of software and hardware, system
testing, validation and verification.
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6. Provision for all levels of avionics system
development: unit testing, dynamic testing, and
system-integration testing.

7. Local area network and workstation
implementation for expansion or tailoring to given
needs.

The ideal avionics CASE system should
provide functional support for a life cycle
software process including these nine functions:
(1) the ability to create graphical system
requirements and design specifications; (2) the
ability to check, analyze, and cross reference
system information; (3) management of an
integrated data base/repository for software reuse
and for storing, managing, and reporting project
management information; (4) the ability to build
software prototypes and simulate system
performance; (5) capability to generate code and
accompanying documentation; (6) the enforcement
of standards and procedures; (7) testing,
validation, and verification of software; (8)
interfaces to outside data dictionaries and data
bases; and (9) a capability to re-engineer existing
software. The Avionics Directorate of Wright
Laboratory is supporting efforts that are
contributing to achieving these ends.

4.
ENVIRONMENT

Avionic system design is becoming more and
more complex. Avionics systems have become
more than several people can cope with. A lesson
learned from many previous systems is that the
more that can be dealt with in the early part of
design, the feast costly changes are in the later
stages of the life cycle. Therefore, it is necessary
to recognize problems associated with reliability,
maintainability, manufacturability, and security,
along with normal hardware and software issues
as early as possible in the system life cycle. The
system life cycle also needs to be traceable from
the system requirements ail the way through to
implementation. This is necessary so that
intelligent tradeoffs can be made when system
requirements change. The size and complexity of
the system design problem, therefore, seems to
point to a concurrent, automated design
environment where many factors can be traded by
various people and maintained throughout the
system life cycle.
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This problem is very similar to the software
development process. The problem can only be
understood as you approach the solution and the
solution can only be attained when you
understand the problem. Therefore, this process
requires the ability to rapidly prototype the
avionics system and simulate alternatives. A set
of tools and models are needed to represent the
system and test out alternatives early in the desigo
process. These tools would encompass
requirements capture tools, requirements analysis
tools, design tools, reliability models, cost
models, and functional simulators. The data from
these tools must be compatible with each other as
well as software and hardware automated tools
and methods.

5. CONCLUSIONS

Military avionics in the early 21st century must
be cost contained at approximately 30% of the
(fighter) weapon system flyaway cost. Aside
from cost, availability will likely be the next most
mmportant characteristic for avionics in order to
support austere basing and reduction of
personnel. At the same time, revolutionary
capabilities in achieving unparalleled performance,
stealth, and automation improvements through
advanced sensor and Al technologies will become
a reality shortly after the turn of the century. RF
beams will be pointed selectively in real time;
ground targets will be recognized automatically;
aircrews will be provided machine-generated
expert assistance for mission planning and tactics;
intra and internetted flights of aircraft will
automatically receive and transmit battle
management information.

The 1ssue during the 1990s is to determine
whether low cost and availability is necessarily
contradictory to achieving needed performance. If
this seeming paradox is not resolved, less capable
weapon systems or a fow, highly capable aircraft
will result.

The technology infrastructure for a pcwerful
new avionic system is being developed and
should be mature for transition before the year
2000 (e.g., MMIC-based RF circuits, multi-chip
packaging, flow through cooling, parallel
processing, switched photonic networks,
multifunction RF transmitters, automatic target
recognition algorithms, high resolution EQ
Sensors, etc.).

It appears that reduced hardware cost,
increased performance, and improved availability
can be simultaneously achieved through the use of
sensor integration and “supercomputer”
exploitation, with advanced packaging and
cooling technologies playing an important role.
The use of a small family of both RF and digital
line-replaceable modules will be mandatory for
cost containment, along with the use of
multifunction apertures. In general, most of the
resources across the sensor systems will need to
be shared to achieve weight, volume, and cost
constraints, as well as fault tolerance.

The use of integrated sensor systems in the era
beyond 2000 is viewed as the most sigmficant
change that will occur because of significant cost,
weight, and volume savings. In addition, such a
system enables more efficient emission control for
stealthy operation and allows the sensor system
designer to more easily fuse sensor data.
However, a significant cultural change will need
to be affected to accept and adapt to this concept.
Sensor engineers will need to be retrained to
broaden their knowledge base, and avionics
organizations will need to be dramatically altered.

System and software engineers will be forced
to undergo similar changes as the result of senscr
integration and the fighter coupling of mission,
sensor, flight, propulsion, and weapon stores
processing.

The widespread use of modular avionics and
the concept of a flexible, open architecture will
promote multinational, participatory development
of future avionics.

A significant, but not unsurmountable difficulty
to be overcome is software cost. Integration and
performance both imply complex software and
large amounts of it. It is conceivable that a high
performance early 21st century fighter might need
20-30 million lines of code for its operational
flight program, support software, and mission
planning software. If the current productivity of
approximately 10 verified and validated lines of
code per day is not improved, thousands of
qualified programmers would be required, making
the entire venture unweildy and prohibitive in
cost.

Hence, much of the future progress to be made
in avionics lies with the progress made in
improving software productivity and the use of
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highly ntegrated sensor and system conceps.

There is room for cautious optimism because of .
the significant effort being made in integrated teol

development and the focus towards software

reuse, and the stndes in RF and photonic

circuitry.
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UTTL Impact of fault-tolerant aviomics on life-cycle
costs

A/SCHOR  ANDREI L B/LEONG, FRANK U , C/BABCOCK, PHILIP
S, Iv PAA  C/{Charles Z*ark Draper Laborator, Inc
Canpridge, MA) IN NAECON 89, Proceedirgs of *he IEEE
National Aerospace ang £lectronics Conference Dayton OH
May 22-26, 1989 volume 4 (A90-30€76 12-0t) New York
Institute of Electrical ana Electronics Enginesrs Inc
1989, p 1893-1899

Tre authors examine the effects of a fault-tolerant
impiementation of a mission-critical avionics function on
aircraft tife-cycle costs A triplex rédundant
architecture is contrasted with a simplex 1nplementation
of the same function The Cost 2nalysis used 1n this study
accounts for the major contributors to0 .he cost of
ownership It is shown that an inCreas<d mission readiness
ang a high function reliability during the mission combine
to provide a much higher overall mission success level and
consequently a significant cost advantage for the
fault-tolerant architecture A fault-toleiant
implementation of an avionics function can significantly
reduce life-cycle costs Dy reducing the numoer of
additional afrcraft reguired to achieve desired ltevels of
mission readiness and success The high fault coverage
thherent in such an implementation increases the
probability of misston success by reducCing the probability
of undetected faults prior to the start of the mission and
mitigating the effects of faults during the mission
89/00/00  90A30805

UTTL Demonstration of Avionics Mogule Exchangeability via
Simulatron (DAMES) program overview

A/STRAUSS, JACK B8/PORTELLI BILL, C/OSETH, TODD PAA
A/(USAF, Agronautical Systems Div , Wright-Patturson AFB
OH) C/{2YCAD Corp Mount Olive, NJ) IN NAECON 89
Proceedings of the IEEE Nationa) Aerospace and Electronics
Confgrence, Dayton OM, May 22-26 1989 Volume 2
(A90-30576 12-01) New York, Institute of Electrical and
Electronics Engingers Inc 1989, p 660-667

The Joint Integrated Avionics wWorking Group (JVIAWG)
organization strategy and program planning to achieve
commonality in the concirrent deve:.opment of advanced
tactical weapon systens in each of the three services 1s
discussed The completeness, adequacy. and technicatl
1ssues in the area Of avionics specifications and systems
are especially complex A history of the significant JIAWG
events in addressing these common concerns that led to the
DAMES program is dis~ussed The contribution Of the DAMES
tasks strategy and gate-level system Simulation
methodology Contributions to the efficisnt design,
manufacture Ccost reduction, and risk reduction of the
advanced avionics fOr triservice weapons systems are
cetailed 89/00/00 90A3072%

UTTL A test and maintenance architecture cemdnstrated on
SEM-E modules for fiber optic networks

A/JENSEN, CURTIS A B8/CORLEY JACK M PAA  B/{Harris
Corp , Government Aerospace Systems Div , Melbourne FL)
IN  AUTOTESICON ’'89 - [EEE International Automattc Yesting
Conference Philageiphia, PA Sept 25-28 1989
Conterence Record (A90-28310 11-66) New Yora Institute
of Electrical and Electrontcs Engineers Inc , 1989 o
255+260

The authors describte a general-purpose test and
maintenance architecture for electronic subsystems and §ts
demonstration in savera. aviontcs SEM-E modutes for
tiber-optic networking of thes Advanced Tactical Fignter
A-12, and other modern aircraft The results of applying
this test and maintenance architecture are delineated in
terms of payoff, penalty, and problems encountered
Industry efforts needed to eliminate some of the problems
encountered are discussed 89/00/00  90A28342

UTTL An operational perspective Of potenttal beneafits of
microwave landing systems

A/BARRER, JOHN N , B/SINMA AGAM N PAA B/ (Mitre
Corp McLean, VA) (National Convantion of Aeraspace
£agineers, 3rd, New Delhi, India, Feb 26 27 1988)
Institution of Engineers (India) Journa), Aerospace
Engineering Division {ISSN 0257-3423) vol 69. Sept
1988-Mar 1989, p 16-21

The cperational reguirements of the ground systens
avionics and air traffic control procedures that are
needed to derive tha maximum operational benefits from an
MLS are summsrizec MLS applications are described
incluging reductions in route length, arrival ang
depariure noise exposure, alrspace conflicts Also
consideration i1s given to improving asrport capacity.,
operattonal restrictions due to IS siting problems, ang
rotorcraft applications 89/03/00  90A23242

UTTL RISC 11fting off in avionics

A/WONG, JAMES M, H PAA  A/(Sancers Acsoctates Inc
Nashua. NM) IN ATAA Comuuters 1n Agerospace Conference,
Tth, Monterey, CiA, Oct J-5, 1989, Yechnical Papers Part
1 (A90-10476 01-59) wWashington, DC, American Institute of
Aeronautics snd Astronautics, 1989, p 45-51

Tva philosoph, behind the use of the reduced (nstruction
set computer (RISC) 1n avinnics 18 acdrassed, ana the
merits of RISC versus the complex_instruCtion set computer
(CI1SC) are asaminag The Jifferent RISC architectures are
sxamined using as sllustrations the Jdesigns taken fron
various vendgors Cost aspacts and technology trends are
brisfly considerec
ATAA PAPER 89-2967

83/00/00 90410483
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UTTL Radio Technical Commission fo- Aerunautics Annual
Assemdly Meeting and Technical Sympusium, Washington, DC,
Nov 28-30, 1988 Proceedings

A/JAGO  JOANN ¢ PAA  A/{Rad'o Technrcal Commission for
Aeronautics Wwashington DC) Mgeting and Symposium
spensored by the Radio fTechnical Commisston for
Aeronautics washington, 0C Rudio Technical! Commission
for Aeronautics, *983, 282 p No indivigual ttems are
abstracted 1n this volume

Techrological and standardization problems tn the
develiopment of COmMMUNICItION AvION’CS are examined 1n
reviews and reports Particular attention i1s given to ICAQ
planning for future aeronautical communicatior standards
gigital voice communication tecnniques, communication
systems for next generation commercial aircraft extending
data communication to oceaniC routes, RTCA moge-S
data-lipk standardization AEEC satellite-systems
standgardization aitr comm mrication using Inmarsat ang FAA
support for future air-ground digital communication Alsc
inciuded 1s a panel g15Cussion presenting user
perspectives on aeronautical telecommurication Dragrams
drawings, and taples of numerical data are provided
88/00/00 89445875

UTTL The equipment scene

A/WESTON, ¥ L PAA  A/(Smiths Industries Aerospace and
Defence Systems Co Londotr, England) IN Civil avienmics
- The future internavionai scene Proceedings of the

Symposium tondgon England Mar 17 1988 1A85-2485)
08-08) London Royal Aeronautical Soctety 1988 p
65-80

A compreshensive evaluation 1S made of dasign imparatives
1n state-of-the-art flight control equipment, which
increasingly expiotts digital/inteltigent and fly-by wire
technologies The goals oOf these developmant efforts
encompass 1N addition to superior accuracy ang

response time performance greater System integration
nhigher reliability, lower weight, dimintshed power
requirements, and Tower Costs Attenticn (5 given to
development and economic trends 1n computer RAMs gate
arrays, any memory densities as well as to the design of
active-matrix liguid-crystal displays ang their matrix
pixe) configuration Features of the software development
cycle for flight control systems are also noted

8B/00/00 89424855

UTTL Setting the scene - Tre operator’s viewpoint
A/FEATHERSTONE, O H PAA  A/(Aesronautical Radio Inc
Annapolis, MO) IN Crvil avionics - The future
1nternational sCene Proceedings of the Symposium
England Mar 17 1988 (A89-24851 08 06) London
Aeronauttical Soctety 1988 p 1-10

After an evaluation of the ways 'r .nich technotogical
agvancemgnts 'n electronics can be explorted for economic
garn in the airtine industry attention 1s given to such
emerging technologies as the Microwave Landing System, the
Mode S upgrade of the Secondary Surveilliance Radar § stem,
and the Atrborne Colltsion Avoirdance System The Air)ines
Electronic Engineering Committee anticipates that these
systems wiil operate 1in parailel with existing ones for
some time, allowing airlines to train with, and then
transttion to, the new sSystems as economics pernmit
28/0G/00 89424892

tLondon
Royal

UTTL Com arison of FAA DO-178A and DOD-STD-21674A
approacras to softwire certification

A/DEWALT MICHAEL P PAA A/(FAA Seattle WA) AlAA
Dig:tal Systems Conference, 8th, San Jose CA Oct 1/-20,
1988 8 p

There are two popular standards for developing avianiss
software The standard used for commercial aircraft ts
RTCA/DO-178A, Software Considerations in Airborne Systems
ang Equtpmant Certification whereas mititary environment
uses DOD-STD-2167A Milttary Standard Uefense System
Software Developmant Yhis paper compares these two
standgards and Jdemon3trates that with some minor
additional documentation changes software developed under
the mi1litary standard DOD-570-21674 could be compatible
#ith cartification requiremants imposed by the Federal
Aviatton Administration through RTCA/DO-178A4 for
comiercral aircrafe
A1AA PAPLR 8B-.1044

88/10/00  B89A19864

UTTL Standargization implications - An air logistics
commans perspective

A/ILIFF  RICHARD o 244 A/(USAF, Wright-Patterson AFB,
0N} AlAA, Digttal Sys’ ms Confarence 8th, San Jose CA
Oct 17-20 1988 S p

The effact of various hardwsre and softwara
standardization inttiatives on the 10gistics command 1§
arsmined In particular attention is given to tha Mogutar
Avionics System Architecture program, the concept of 11ne
replaceable noduies and problems associated with the
tmplementation of this concept, standargization in
satellites and softwa~e standards It ts noted that the
end results of moving tr standards {s sometimes a higher
front ann rnee gun e chg Yoo ‘ST PNTraet Wil @
deveiopment because of the nesd tO support new
technologies which make the standard possidle In tne long
run  howaver, the life cycie Cost will be improved

ALAA PAPER 88-3857 88/10/00  89A19859

UTTL Reliability and matntainablility in modern aviontcs
equipment - A user’s point of view

A/KENNIS, FRANS IN 1CAS Congress, 16th Jerusaies
Israel, Aug 28-Sept 2. 1988, Proceedings Volume 2
(AB9-13501 03-05) wasnhington Of, American Institute o
Agronautics and Astronsutics, Inc , 1988 p 1677-1682
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The point of vivw of the user (1 @ Belgran Ayr Force)
concerning the reliabilitty and maintainabiiity of modern
avionics equipment in tactical fighter aircrafts 1s
presented Past experiences by the Belgtan Air Force on
aircrafts such as the F-84F, F-104G and Mirage Il are
highlighted Maintainability problems ralated to the F-16
are analtyzed, causes of lack of maintatnability are
1ngicated ang recommendations are made for improving
maintainabtlity A specid) analysis addresses the F-16
reliabtlity improvement warranty (RIW) A new approach 15
presented for a RIW contract which more evenly distributes
the burdens andg risks between the contractor and the
government 88/00/00 89413671

UTTL Economical technology application in commercial
transport design

A/DRAKE, MICHAEL L PAA  A/(Boeing Commercral Airplane
Co , Seattle wA) SAWE Annual Confererce 4Gth,
Seattle WA May 18-20 1987 16 p

An evaluation s mage of the cevelopment status and
applicability to state-of-the-art medium-range transport
aircraft of technologtes that may improve areltne
operating cost The asrcraft an question are of 8757
class Attention is given to factors figuring 1n d'rect
operating costs the cost effects of A)-L1 alloy and
advanced composite structurds’ introducttion, the
cperational advantages of such Systems as electromic
engine controls and fly-by-wire .ontrol for relaxed static
stap1lity flight characteristics, and the effect on
operating aconomics of airport delays that may be
precluged through improved .echnologies’ application
SAWE PAPER 1798  87/0%/00  8BA53796

UTTL Retiadility angt 11fe cycle cost of military atrcraft
The vital 1ink [ - The context
A/OANIEL D W PAA  A/(Mimistry of Defence Frocurement
Executive London, England) IN Reljaprlity ‘87
Proceedings of the Sixth Conference Birmingham, England
Apr  14-16, 1987 Vvolume 1 (A88-428L91 17-38) London,
Institute of Quatlity Assurance 1987 p 238/3/t to 38/3,4
The initiatives of the Mimistry of Defence (MCD) and
tngustry‘s response to the provision of models and methods
for the evaluation of system cost-effectiveness from the
earliest stages of development are examined Particular
attention 15 given to the relattonship between improved
reliability on the one hand and lower costs and i1mproved
vperat'onal parformance on the other It 1s shown why
evaluation tools are urgently required, and a strategic
framework for their development ts provided 87/00/00
88A42864

UTTL VHSIC 1nteroperabirlity standards and design for test
rules  Ther” impact On weapon SyStem Support concepts
A/MCOERMOTT, JON T PAA  A/(Honeyweil, Inc

Minneapolis, MN)} IN AUTOTESTCON ‘87 Proceedings of the
Interrational Automatic Testing Conference San Francisco,
CA, Nov 3-5 1987 (A98-36528 14-53) New York, Instrtute
of Electricat ana Etectronics Engineers Inc 1987 p
245-249

Two recent developments 1n microelectronics have the
potential to significantly change the wa; weapon systens
are supported They are the development of buses to be
used for control and data snformation flow between
subsystem matntenance controllers, mogule matntenance
controllers, and intividual elements (chips) of a aodule,
and the inclusion of tastable butlding blocks 1n CAD
datsbases along with rules that govern their use When
applired to weapon-systems design these two concepts can
be combined to give an onboard hierarchical maintenance
and diagnostic capability that could significantts change
weapon-system suppo~t concepts The author discusses these
concepts and their relation to weapon-system support and
future automatic test syStems 87/00/0C  88A36560

UTTL Application of an integrated interconnection s, stem
1IN hel.cooter wiring

A/GOMMAN  RICHARD W PAA  A/(McDonnell Douglas
Helicopter Co  Mesa, A2) AHS  Annua) forum, 43rd, Saint
Lours MO May 18-20 1287 Paper 11 p

A representative 1ntegrated interconnection system (12%)
wiring destgn was prepared for the AM-64A helicopter and
compared 1o the existing wiring dastgn to quantify the
production cost savings and the technical risks invoived
1N the design concept LExpertmarts in FMI/EMC parformance
and facrication Of a test harness were combined with the
analytical evaluation effort The conclustions drawn from
ths study Ingicated that the 12S 15 not effective as a
concept to design replacements for existing harness
asspmbltes, but 1t does present sufficrent proguition cost
S58vVINGg 1IN A Ndw wiring design offort to be seriously
considered in the cestgn trade evaluation 87/05/00
88422800

UTTL  Irproving avionscs acguisition and support from
conceaptuaiilzation tnrough operations

A/GEBMAN JEAN  B/SHULMAN HY  PAA R/IPang farz 25,4
Mutnies LA In  Avionics N conceptual system planning
Proceedgings of the Eignth Annual 1EEE Symposium Dayton
OM Oec 3 1986 (488-16912 05-66) New ro~k, Institute of
Electrical ang £lectronics Engineers, Inc , 1986, p

69-76

The problen of the supportabiiity Of avionics equipment 15
®samined with emphasts on ar aporaach to acquisition and
Supp2 € that begins with the concept formulation stage and
follows through the equtpment’s full life of service The
Ba%is FO" SUCh An Approach 3 summartized, and 8 broad
3trategy for annancing as19mMcs supportability ix
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formulated Some tradecffs are proposed whichn should be
mage at the concept formulation stage to further enhance
the benefits Of the strategy for 1~proving avionics
suppertabitity 86/00/00 88A16919

UTTL The design agent process at a strategy for future
avionics competition enhancement and quality assurance
A/DELANEY WILLIAM J PAA A/{Charles Stark Draper
Laboratory Inc , Cambridge Ma) IN Aviontcs in
conceptual system planning, Proceedings of the Eignth
Annual 1EEE Symposium, Dayton, OH, Dec 3, 1986 (A88-16912
¢5-66) New vork Institute of Electrical ang fiectronics
Engineers Inc 1986, p 53-58

The design agent cconcept of dcquisition managemant 1s
evamined with particular reference to future aviomes
acquisition requirements The activities,
responsibtiities, and competition ennanc ng benefits of
the design agent approach to acquisition management are
di1scussed and iltustrated by sevaeral different applicat on
examples It 15 claimed that the design agent’s abtility to
uniquely establish and control multiple contractors for
(ompetition enhancement purpose: has direct relevance to
the need for improved acquiSi.ion strategies on select 6 3
programs 86/00/00  BBA16918

UTTL The avionics acquistition process beyond the year

2000

A/LAVOIE, R P B/CULP A M IN Avionics in
conceptual system planming, Procesdings of the Eighth
Annual IEEE Symposium Dayton OH Dec 3 1986 (A88-16912
05-66) New York, Institute of f£lectrical and Electrorics
Engteers Inc , 1986, p 45-49

The currant weapon system acquisition and support process
1S5 examined with emphasis on problems related to the
useful lifg Of microelectronic component technologv
requirements changes and technology obsplescence The
need for changes in the present acquisition process 1s
emphasized and 1t iS5 shown that a good solution should
accept the reality of long development programs and adjust
the process t+ ueal with rapidly developing technology
requirements changes, and obsolescence The critical
elements Of the solutton are long-term planning, sustained
investment for 1mproving systems, managed change and
incremental transfer of $ystem responsibility 86/00/00
BBA16917

UTTL Avion:ics 'n conceptual system planning Proceedings
of the Eighth Annual [EEE Symposium Dayton O, Dec 3
1986 Symposium sponsored by [EEE New vyork Institute of
Electrical and Electrorics Engineers, Inc 1986 92 p
For 1ndividual items see ABB-16913 to ABZ-16320

fhe papers presented 1n thys volume deal with various
aspects of the problem of i1ntegrating avionics i1nto tota'
system design during the corcept formulation stage with
par ticular attention given to impacts pon definjtion of
requirements future avionics concepts, tradeoffs between
the vehicle propuision and avionics integration of
suppartability into the design and acguisition
strategies Papers are 1ncluged ¢n system architecture
oesign and tools for a distributed avionics System the
design agent process as a strategy for future av.onics
corpetition enhancement and guality assurance the
AviIONics acquisttion process beyond the year 2000, ard
electromagnetic compatibility modeling for future avionics
systems 86/00/00  83A16912

UTTL Reliabtlity maintatnability and testability of RAF

equipment
A/12ZARD O 8/MILLOY P D G PAA  B/{RAF London,
England) IN Cost-effective avionic and weapon systems

Proceedings of the Spring Convention London, England May
14 15, 1986 (A87 48051 21-83) .ondon, Royal Aerorautical
Society, 1987 p 9 1-9 10

The RAF’s institutional riew of cost-effectiveness 'n
avionics and weapons systems emphasizes life cycle costs
{LCCS) rather than acquisitton Costs Re’jability
maintainabitity and testabrlity are held to be critical to
the achievement of cost effectivenass, and odre invested in
to the requisite degree before a pilece of equipment 1§
allowes to enter sSarvice Attantion 15 presently given *o
(CC costing practices the operational costs of equipment
unretiapil ity USAF experience w.th reliabiiity and
mantainability, testability design provisions  and
built-in test technslogy capabitity projections

87/00/0¢ B87A48060

UTTL Modular [CNIA packaging technology

A7PORADISH, FRANK PAA  A/(Taxas Instruments Inc
Avionics Systems Div McKinne ) IN Digital Aviomcs
Systems Conference, 7th, Fort worth TX, O¢t 13-16 1986
froceedings (A87-31451 13-01) HNew York Institute of
€lectrical and Electronics Engineers Inc 1986 p
753-756

Significant size weight power and reliabilsty
iprovements can te achioved in next genaration aviont<s
by the mogular integration of similar functions i1nto a
fault tolerant reconfigurable architecture inhe Integrated
Communication Navigation [dentiffcation Avionics program
(ICNIAY 15 acconplishing this task with a combination of
mogular Circuit dosigns using VMSIC technology irproved
packaging designs incorporati~g surface mount component
tecnnology, and a modular *we-level maintenance support
concaept for reguced tife cycle ¢ost This article
concentrates on the modular packaging technology of tha
cigital processor subsystem 86/00/00  87A21546
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UTTL F/A-18 Mornet Reliability development testing - An

update
A/ROGGER W R PAA  A/(McDonnell Aircraft Co , Sawint
Louis MO) IN Institute of Environmental Sciences

Annual! Technical Meeting 32nd Dallas ang Fort Worth Tx
May G-8 1986 Proceedings {A87-26026 10-38) Mount
Prospect, IL, Institute ot Environmental Sciences
P 86-92

Tre characteristics of the Operational Mission
Environments (OMES) used to accelerate the tdentification
of failure modes and provide corrective action early in
the Reliability Development Test (ROT) program of the
F/A-18 Hornet are discussed Different OMEs are needed ror
the gaveloment test, burn-in, and All £quipment test
because of the different results expected The
operationatly realtistic environments and test acceleration
generated more failures than traditional reliability
testing, and half-l1ife vibration, 750 hours vibration
simulation, and high thermal rate cycling were all
up-f-ont tests 86/C0/00  87A26035

1986,

UTTL An expert system tor the configuration of aircraft
modutlar VSCF generator systems

A/HO T -t B/BAYLES, R A , C/SIEGER € R PAA
C/(westinghouse Electric Corp , Baltimore, MD) IN
NAECON t986, froceedings of the Nationa) Aerospace ana
flectronics Conference Dayton OM May 19-23 1986
volume 1 (AB7-16726 05-01) New York, Institute of
€lectrical and Electronics Engineers, 1986, p 304-31t
The modular VSCF (variable Speed Constant Frequency)
electrical systems are designed using the latest
technology ang modular design techniques The system s
separated 1nto stancard modulas to resu.e the
manufacturing cost and improve the product quality and
services This too! is an expert system which
automatically configures the mooules requitea for a
particular application The automatic configuration expert
System 1S a rulsz-based synthesis system whose domain
encompasses the matrix or standard modules The
configuration system 1s burlt by using & rule-based expert
system development tvo! OPSS, in a VAX 11/750 computer
It has the dcmain-specific knowledge necessary to
configure the generators embedded in 1tS rule-base ana
exhibits expertise to piace the modules in the proper
arrangement based on customer specifications and des'gn
criteria 86/00/00  87A16755

UTTL LAMPS MK JII - A ’‘New LOOK’' success Story

A/GOOD T M PAA  A/{IBM Corp Federal Systems Diy,
Owego, NY) IN 1986 Annual Reliability and
Maintainability Symposiur, Las Vegas, NV January Z8-30,
1986 Proceedings (AB7-15401 04 38) New York, Institute
of €lectrical and Electronics Engtineers, Inc , 1986 p

151 155

The reliability enhancement elements incorporated inte the
LAMPS MK TI1 development program arg desct ibed New
elaments included conservative derating criteria to ensure
trat & 20-yr service life would be avatlable from 99
omrcent of the 30 ()0 components of the integrated system
Other program elements are parts selection and a test
analyze, and fix program A reliability estimate for the
SH-608 helicopter exceeded the reltabilities of ~trer
current systems by a factor of 2 3 86/00C/00  87A15415

UTTL Afr Force <tandardizing avionics

A/MONAMAN, G , JR PAA  A/(USAF, Office of the Deputy
Chinf of Staff for Research, Development and Acquisition
wWashingtin, DC) Defense Elnctronics (ISSN 0278-3479)
vol 17 Aug 1985 p 120-122, 125, 126, 128, 130
Taking a multileve) approach towards the standardization
of avionics - in comporents Circurt boards, black boxes,
hardware and sof tware - the USAF 1s seeking to reduce
¢2sts, incresse interoperability and make room for the
technology of the future Breakthroughs in computer and
electronics technologies have enabled hardware
standardization on the highest level the }ine-replaceable
untt standargizing the form fit and function (F3) of
such urits promises si1gnificant savings in suppoert and
coveloprent costs Software, applicabrlity architecture
organfzational structure implementation, current
agvances and future directions are topics covered
85/08/00 85444074

UTTL YThe relationship Cetween ap advanced avionic system
architecture anc the eltmination of the need for an
Avionics Intermediate Shop (A1S)

A/ABRAMAM & PAA A/ {(General Dynamics Corp , fort

wortn, IX) IN  AUTOTESTCON 83 Proceecings of the
Conference fort Worth, TX Novemper 1-3, 1983 (A85-26776
“1-59) New vorx, Institute Of Electrical and Elactronics

Ergtnaers, Inc 1983, p 206-21)

while Avicnics Intearmediate Shops (AISS) hava 1n the past
been required for military ai=craft, the emerging
VLSI/VHSIC technolngy has gQiver rise to the possibility of
novel well partttioned avionics system architectures that
obviata tha high sSpare parts LOsts that formerly prompted
siw JuBtiTiey tne Exlstence OF an AL>  FuTUre avionics may
therefore be adesguately andg economically supported by a
two-levisl matntenance System Ailgabratc gensralizations
are presinted for the analysis of the sSpares cosls
impltcations of alternative design partitioning schemes
for future avionics 83/00/00 85426803

LITL Trends imn digital engine contro) - Integretion of
propulsion controt with f11gnt control and aviontc systems
tn future military and commercial sircraft

Ar€CCLES, E 5 PAA  A/{Dowty & Smith Inductries
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Controls Lta . Cheltenham, Glos , England) IN Design
ana advanced concepts of avionics/weapons system
integration; Proceedings o¢ the Symposium, London,

England Aprit 3 4 1984 (A85-21456 08-01) London Royal

Aeronautical Society 1984, 9 p Research supported by the

Ministry of Defence of England i
This paper discusses tuture trends {n engine controt and

agdresses the intaegration of flight control and propulsion '
control both in commercial and in future advanced military
aircraft Such aircraft may employ sustained supersonic *
¢rutse and maneuvering flight thrust vectoring and

extensive variable geometry features The paper outlines

the factors which force the integration of systems the

benefits hoped for and the status of current work It

discusses the effects of integration on inter-system and

tnter-organizational interfaces and the methods and

technologies needed to achieve the ends being sought

within anticipated timescales 84/00/00  85A21466

UTTL  Man-machine integration

A/ROE, G PAA  A/{(British Aerospace, PLC, Brough, N
Humberside. England) IN Oesign and advanced concepts of
AVION1CS/woapons systen integration, Proceedings of the
Symposium, London, England, April 3, 4 1984 (A85-21456
08-01) {ondon, Royal Aeronautical Soctety 1984, 3 p
Attention ts given to British studies addressing ( iestions
of pilot cockpit task optimization, and the overal) system
architecture regquired to meet the operational requirements
imposed for next-generation tactical combat aircraft in
the sphere of communications The Tactical Comba Aircraft
Avionics Qemonstrator Rig is devoted to the inv«stigation
of such issues as total system integration, interface
standardization, effective subsystem intercommunication
system degradation amelioration, and improved maintenarce
procedures The architecture under development has a
multious hierarchy and implements data transmission
standarg 15538 for subsystem-to-Subsystem and bus-to-bus
communicatton Emphasis 1s given to the influence of pilot
neads on system design and implementation 84/00/00
85A21463

UTTL Integrated communications - A desSigners view
A/BRIERLEY, W E PAA  A/{Marcont Avionics, Ltd ,
Airagto Progucts Div , Bastidon, Essex England) IN
Design and advanced concepts of avionics/weapons system
'ntegration Proceedings of the Symposium, tondon,

England Apr.t 3 4 1984 (A85-.1456 08-01) London, Royal
Aeronautical Society, 1984, 7 p

An integrated aircraft comrunications system should ensure
high confidence levels for all phases of a task or
missicn, allow effective operation at the lowast ocssible
crew workload, and be cost-e‘factive with respect to
equipment size weight power demand, reliability and
maintainability [t is noted that while the technology for
control and display system integration is available the
techniquas required N common communication signal
processing rematn to be developed Attention is given to
the unique integration problems aencountered in the
man/machine interface of control and display systems, the
acquisition and/or transmission of comaunication

inteiligence and signal processing 84/00/00  85A21462
UTTL High density ~odutar avionics packaging
A/PORADISH, F PAA  A/{Texas Instruments Inc Callas,

TX) IN Digital Avionics Systems Conference, 6th
Baltimore MD, December 3-6, 1984, Proceedings (A85-17801
06-01) Naw York American Institute of Asronautics and
Astronautics, 1984, p 634-6€40
Requirements and design ronfigurations for high density
modular avionics packaging are sxamined, with particular
attention given to new harcware trends, the design of
high-density standard mocules (HDSM’s), and HOSM
requirements The discussion of the HDSM’'s covars thermal
management, System testability, power supply and
performance specifications The general design of an
integrated HOSM demonstration system currently under
constructi1on 13 briefly desc~ibad and some test data are
presented

84/00/00

ATAA PAPER 84-2749 85A17898

JITL A standard computer bus for JIL-STD-1750A avionics

computers
A/PENN, O , B/LEVY, S , C/LOKER, E PAA B/(1srae} ‘
Ajrcraft Industries, Lto Tel Aviv Israg@l), C/(EIDit

Computers, Ltd , Haffa, [srael) IN Digital Avionics
Systems Conference 6tn, Baltimors, MD, Docember 3-6,
1984  Proceedings {(A85-17801 06-01) New York, American
Institute of Aeronsutics and Astronsutics, 1984, p
333-298
While MIL-STD-$750A describes an instruction set
archttecture (ISA), the spplication of this ISA requires
the usages of a data and acdress bus system which permits
efficient communication between the Cpu, memory, and
application oriented input/output devices The data and
2¥iress bus system design and implementaticn is influenced
y the design of the Cpu and matn memory since those two
gevices, in general, are the main users of the bus systen
The Lavi avionics system utilizes a standardized data and
#0dress bus system (called L-BUS) for use 1n the
MIL-3TD-1750A computers which are embedded in the various
conmponents of *he avionics system The L-BUS Is deicribed
and i3 Proposed 2s u Potential standard bus for
MIL-STO-1750A inplementations
ATAA PAPER 84-2679  84/00/00

85417360

UTTL F404 new standards for fighter sircraft engines
A/RIEMER, 8 A ., B/POWEL 3 ¢ , TV PAA B/(Geners!
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Electric Co , Lynn, MA) IN Internattonal Council of the
Aeronautical Sciences, Congress, tdth, Toulouse, France
September 9-14 1984, Proceedings Volume 1 (AB4-44926
22-01) New York, Amsrican Institute of Aeronautics and
Astronautics 1984, p 476-482

Design features, performance capabilities and applications
of the F404 jet engine are described The F404 supplies
16-22 k1b thrust, is 159 in tong and 35 in in diameter
anad has a pressure ratio of 25 1 The engine inc'udes wide
chord, low aspect ratio fan blades enhanCed aerodynamics
and a high stal) margin Early usage has revealed an
unrestricted throttie movement throughout the performance
envelope, a 3 25 sec tnterval from idis t& full power.
high intet distortion tolerance, reltsble air starts and
dependable afterburner Vight The digital controls are
built into two ceramic modules which permit easy
instaltation of redundancy Testirg has surpassed 500 hr
in the F-20 and will be initiated in the f/A-18 Other
potential applications are in the MAS39, the A 6 the ACX
gemonstrator and the X-29 84/00/00  B4A44981

UTTL Digital electronic flight decks - The outlook for
commarc‘al aviation

A/CLAY, € W PAA  A/(Boeing Commercial Airplane Co
Seattie, WA) (Institu.e of Electrica) and Electronics
Engineers, Annual Symposium, S5th, Dayton OH, Nov 30
1983) IEEE Transactions on Aerospace and Electronic
Systems (ISSN O0tB-9251), vol! AES-20, May 1384, p
221-226

Digital avionics are 1ncreasingly able to reduce overal?
commercial airliner Costs through their great reliability
and flexibility of operation Attentior is presently Jiven
to the development of mogular control units for
fly-by-wire and power-by-wire directional controls and
engine throttle controls as well as the design features
of a2 network of multisystem dtgital data buses which can
be developed to manage the complex interchange of adata
among interrelated digital systems throughout an aircraft
84/05/00 B84A36907

UTTL Thermal characteristics of s*andardized Ar Force
avionic enclosures

A/FRPANKLIN v L B/LEONARD, C F PAA  B/(Boeing
Aerospace Co , Seattle WA) AlAA, SAE, ASME, AIChE ana
ASMA  Intersociety Confererce on Environmental Systems,
13th  San Francisco, CA July §1-13, 1.3 11 p

To resolve the question of avionic enclosu’e energy
aissipstion limiss and develop thermal derign gata on
MIL-STD-XXX style encliosures, a series of thermal
analyses, the majorit, of which were performed
steady-state were carried out using an updated version of
the ENCLOS thermal anatysis program Results based on the
use of ceramic crip carrigrs from both initial sng updated
analyses and te3Y results are presented USing cata
collected on the heat exchanger card, and Clamp
conductances, together with device conductances, plots of
junction temperature versus powar enclosure power
dissipation were constructed Properly constructed size

2 8 MCU standard enclosures may operate at power jeve's of
¢ watt/cu In without incurring e<cesstve junctron
temperatures 7o achieve the same power densit es, si1ze
9-12 MCU enclosures with side-mounted hest exchangers
require hign conductance circu’t cards and card clamps

SAL PAPER 831103 83/07/00 84429038

UTTL Avionics stangardization - Do’c and dont’s

A/RICKER, R K PAA  4/(USAF Wright-Patterson AFB OM)
IN Digital Avionics Systems Conference, 5th Seattle WA
October J1-Novembar 3 1983, Proceedings (AB4-26701

11-08) New York Institute of Electrical and Electronics
Engineers, 1983, p 22 1 1-23 1

The paper covers a broad range of lessons tearned in the
1ast decade of avionics standardization activities withain
“‘ha Air Force It covers technica) and managemant
considerations and traces 2 numbar of projects from

ideal istic goals to the reality Of implemantation The
hardware area will address criteria for salection, the
spectfication, finding the customers balancing market
realism against thc promises of advocal,, and the
necessity ‘or end-to-ery planntng Specific ocamples with
mini-case historses of UHF radios, TACANs, INSs
attimeters afir data computers, da‘s recorders, etc wiii
be used to 1llustrate potnts Current i1nterface standards
such as MIL $TD 1553 anad 1760 wtll ve eranined relative to
thetir evolution and usceptance Tha 1ssue of validat.on
and continued maintenance and supkort will be coversa The
software standards of MIL STD 1589 and 1750 wi)1 be
treated ‘n a similar mannar The importance of a Clear
waiver orocess and the vatue of broad Rased u.er groups
wiil be highlighteo Tre question of what level of support
se~vices that need to Le provioced off liny to insure
acceptariie will be acdressed 83/00/Q0  B4A26803

UTTL Fault tolerant flignt control avionics integrat,on
using MIL-STD- 15538

A/MCSHARRY M € PAA  A/{Boeting Militery Airplane fo
Seattlie, wh) IN Digita) Avionics Systems Conference,
S5th  Seatdie, WA, October 31-Novaewber 3, 1983, Proceedings
(AB4-267C) 11-06) New York Institute ot Electrical ana
Electronics Engineers 1983 p #1 1 1-19 ¢ 8

Wnile the Jdesign Of 1Ntegrates systems using Otstributed
processing, tierarchical architectures, and datas bases,
LrOVIOEs the Orantecs ingapendanse oed (2.0 ‘%, ©) Om faw: |
propagation compromises that tend to more tightly couplse
integrated system Components may be needed in order to
satisfy performance requiremen.s Attentton is presentiy
given to the MIL-S5TD-15538 Intagrated S,stem data bus
which 18 marginally capable of satisfying the data

- -

AUTH

A8S

AUTH

AUTH

ABS

AuTH

ABS

AUTH

B-5

transfer requirements for both flignt control ang mission
avionics and whose mission avionics functions must be
implemented with a higher tevel of regundancy if the
mission functions affect flight safety Redundancy can be
attained through hargware replication 88 wall as analysis
83/00/00 B4A26744

UTTL The missing Vink for advanced avionics Systems
executives

A/LEEPER, X R PAA  A/{(Boeing Military Atrplane Co ,
Advanced Airplane Branch, Seattle, WA) IN Digttal
Avionics Systems Conference, Sth, Seattle, WA October
31-November 3, 1983, Proceedings (A84-26701 11-06) New
York Institute of Electrical and Electronics "ngineers,
1983 p 26 1-26 6

An avionics system executive was developed with the aid of
the Digital Avionics Informatton bystem (DAIS) program
This executive was coded mnstly in nigh-order language
with hardware tnterfaces in machtne code ‘owever, it was
found that the DAIS executive was more complev than
necessary for mary applications It was, therefore,
decided to e@liminate asynchronous opsrations from the
executive As a result of this decisfon the Single
Processor Synchronous Executive (SPSE) was obtained
Devaeiopments with respect to a further avolution of
standards continued, however, and revisions appeared which
were not included in the DALS evolution The present
investigation is concerned with the efforts of an American
aerospace company to update the SPSE to MIL-STOD-1750A4 and
MIL-STD~ 15898 It is pointed out that the 17504 SPSE
reprasents the missing link in the evolution of the
avionics executive of yesterday to the advanced executive
of tomorrow 83/00/00  84A26704

UTTL EME susceptibiiity testing of aircraft

A/CLARK, D € , B/MEATHER, F W PAA  A/(Georgra
instttute of Technology, Atlanta GA), B/(U S Navy
Naval Air Test Center, Patuxent River MD) IN  NAECON
1983, Proceedings of the National Aeruspace and
Electronice Confarence, Dayton OH May 17-19, 985
volume 1 (AB4-16526 05-01) New York, Institut of
Electrical and Flectronics Enginesrs, 1983 p 158-161
The Nava. Air Test Center, Patuxent Rivar Maryland, has
the task of conducting tests and e “luations on naval
aircraft to assure coepliance with EME (electroragnetic
environment) susceptibtltty spectifications The NATC 1s
developing a facility calles the Eiectromagnetic
Environmenta) Gereration System (EMEGS) to perform the
system-level susceptibility tests This paper describes
the EMEGS facility and its supporting instrumentation and
eramines the engineering aspects of upgrading the EMEGS
83/00/00 84A16540

UTTL Role of standards with integrated control

A/GADBOIS. R 6 PAA  A/(Lnar Stiegler, Inc  Astronmics
v Dayton OH) IN American Control Conference Ist
ArlTington VA, June t4-16, 1382, Proceedings Vvolume 2
(A83-37076 17-03) New (ork, Institute of Electrical ana
Electronics Engineers, 1982, p 988 589

The effect of stancardization on the application of
integrated controt technology to military aircraft is
discussed in terms of a latent conflict between the cost
banafits of standardized sSystems and those attainable by,
impleventing new taechnologies unaccounted for by the
stancards The signal-interface standara MIL-STC-1555
while beneficial for connecting avionic Systems that need
to interact, s found to be potentially itnefficient for
self-contained packages (such as those being developed for
integrated flight and propulston control), and tess
reliable for components requiring the axchange of very few
signals Architecture standards referring to instruction
s#tsS and high-order languages noed to be appliag
pragmatically focusing on form, fit, ang function
computer-aig programs allowing access in natural English
mdy be able 1o achteve the benefit goals of a standardized
nigh-order language 82/00/00  83A37104

UTTL Benefits of mission profile testy=g

A/WAGNER, y ¢ , 111 B/BURKMARL, A H PAL  A/(USAF,
Aeronautical Systems Div wWright-Patterson AF8 (M),
B/{USAF Flight Dynamics Laboratory, Wright-Patterson AFB,
oM} IN Environmental ~fress impact and environmental
enginearing methods Proceedings of the Twenty-seventh
Annual Technica) Meating on fmerging Environmsntal
Solutions for the £ighties Los Angelas CA  May 5-7

198t Volume 1 (AB3-31476 13-38) Mt Prospect, IL
institute of Fnvirpnmental Sciences. 1981, p  26-71
Tangidle ang intangible benefits of Combined environment
reliabri ty testing (CERT) are described in terms of the
perspective of the acqiisitor .ogistictan and user of
avionics equipment Both cost saving benefits ant
operational effectivenass 1MPacts are disCussad When used
as & test-analyze-fix growth test program in the
acquis1tion process, CERT benefits all the decision makers
in the equtpment‘s tife cycle This bene’it is obtained
without significant adverse impact on performance as
reasured againz® established performance factors used by
deciston makers Total! acquistion Cost Comparisons are
shown 81/00/00 83431489

UTTL  Jovial ianguage control orocaduras with » view
toword Ada

A/KNOOP, P A ., B/EVANS, B8 R PAA  B/(JSAF,
wWright-Pattarson AFB, OM) In NAECON 1982 Procoedings
of the National Aerospace and Electronics Conference
Gayton, O May 18-20 1982 volume 2 (AB3-11083 Ot 01)
News Yorw, Institute of €lectricdl and Electronics
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Engineers, Inc , 1982, p 9%3-360
JOVIAL is the intertm stangard ltanguage for Air Force
avionics embedded computars unti) Ada becomes avajlable
The JOVIAL Language Control Facility (LCF) has developed
ang fine-tuned the procedures of languaQe control and
definsd them using a formal modeling technigue The
resulting models promote tight agministration of the
contro) function by exposing the dotalls of al) tasks and
forcing attention to their interrelationships They also
provide a basis [or reconfiguring proven Air Force
language control functions for Ada, and the ICF has
centified sone important considerations in accompiishing
this The Alr Force's transition to Ada has a high
probability Of success Dscause of their experience with
JOVIAL, their systematic evolution and fine-tuning of
language control procedures, and the extonsidility of
these procedures to encompass Ada 82/00/00  83A11.98

UTYL Integrated CNI avionics logistics considerations
A/HARRIS, R L., B/MCMANUS PAA  A/{USAF

Avionics Laboratory, Wright-Patterson AF8, OH), 8/(USAF
Human Resources Laboratory, Wright-Patterson AFB OM)

In NAECON 1982 Proceedings of the Nationa: Aerospace and
Etectronics Conference, Dayton OM, May 18-20, 1982

volume 2 (A83-11083 01-01) New York, Institute of
Electrical and Electronics Engineers, Inc 1982, p
643-650

The Integrated Comwunication Navigation Identification
Avicntes {ICNIA) program i3 an advancea development
program which includes logistics support criteria into its
conceptual design and systam definiticy Some key
logistics considerations o ICNIA are discussed including
the tntagration of a numher of avionic systems, the
developnent of specifications for an Integrated CNI
Evaluator and a sertes of logistics analysis studies
Advanced ang new technologies employea in ICNIA will make
pos3ible a reduction of the number Of systens through the
daveloprment of a single integrable reconfigurable system
These features lead to expectations of major savings in
volumé, weight, and 1ife Cycle costs, as well as an
IMProvenent 1n system readiness 82/00/00  83A11157

UTTL ICNIA - Lessors learned on sensor integration
A/HAMME, D L PAA  A/(USAF, Wrignt Aeronautical
Laboratories, Wrignt-Patterson AFB, OH) In NAECON 1982,
Proceedings of the Nationa) Aerospace and Electronics
Conteronce, Dayton, OH, May 18-20, 1982 Volume 1
(A83-11083 01-01) New York, Institute of Electrical and
Electionics Engineers, Inc , 1982 p 93-937

Integration, at several levels, appears to be a fruitful
concept for addressing avionics problems at both
MacrosCuptCc and microscoptc lavels Tnis paper addresses
some Of tha necessary attributes of system integ-ation
efforts ang associsted problems in winning acceptance of
integration concepts from a management viewpoint It is
tl1lustrated by reference to the Integrated Communication
Navigation Identification Avionics (ICNIA) program which
Is traced from its tnitial concapt through approval to
bDecome ong of the first AIr Force programs with the
primary objective of functionally integrating a subset of
sensor avionics The discussion Covers lessons learred
from proposing snd defending the philosophy of integraiion
which uitimately rasulted in this major advanced
developmant program within the A.ionics Laboratory It
offers an {nsight into syste and technclogy challienges for
the coming dscade 82/00/00  B3A11096

UTTL F/A-18 Hornet reltability ch.llenge - Status report
A/RICKETTS, M P PAA  A/(McDonnel) &i.craft Co , St
Louis, MO) In Annual Reliability and Maintainadility
Symposium, Los Angetles, CA, January 26-28, 1382
Proceedings (A82-42176 21-38) New York. Institute of
Electrical and £lectronics fngineers, 1982, p 491-496

A development status report is given for tha 7/A-18 MHornet
Re)tability Program, in which an attompt {3 made to gfve
relisgbility criteris the same dusign smphasis as weight
performance and cost Among the established ruliadbility
assurance techniques applisd are periocdic status
ASSessments for sacn wubsystem manager. failure mode and
affacts analyses, ar approved psrts list, selective use of
Sneak Ctrouit Analysis, and a closed 100p evaluation and
reporting system which reports and tracks al! equipaent
feiiures, The F/A-18'8 3 7-aour mean f1ignt time Detween
fatlures (MFTBF) requirement was tested tn 50 Reltability
Demorstration f1ights, #nd an 8 4-hour MFYBF was
demonstrated The F/A-16 inCcoiporates such higr 1nherent
reliapitity design components as 3ol{d state avionics
inproved avionics cculing, & fixed-geone*ry engine air
iniet, simpler hydraulics, and the highly swmplified F404
engine 82/00/00 82442229

UTTL R/N/LCC effects of commercial off-the-shelf
aquipment

A/MACDIARMID, P, R , B8/PETTINATC, A, D C/JOHNSON, 8

] PAA  B/(US:¥, Rome Afr Development Center, Griffiss
AF8, NY), C/(Rockwe!! Internntiona) Corp Cedar Rapids,
1A) In  Anrual Re:sability and Matntainability
Symposfun, Los Angeler, CA, January 26-28, 3982
rrocesdings (A82-42176 21-38) New York, Instiitute of
Electrical and £lectronics Engineers, 1982, p 40-46

This paper addresses the effects of using .ommercial

of f-tha~she'f squipnent in m{litary anvirsnmanes
Comparisons are rade of mi.itary vs commercial reliabtlity
approaches and an analytics) apnroach for choosing the
MOSt SpPropriate acquisition stratogy ts P nteg tife
cycle cost comparisons are made of commerci
of f-the-shelf equipment vs siailar militarized eguipment
in mititary environmants Exampled are presentsds of
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a3sessing risks under varying applications ang choosing
the best acquisition strategy 82/00/00  82A42181

UTTL Simple vs sophisticated TacAir avionics 11 -
Soviet TacAir avionics technology

A/BUSSERT, J Military Electronics/Countermeasures, vo
8, Mar 1982 p 56-62

An historical Study 'S presented Of Soviet tactica)
atrcraft avionics developments, encompaxsing radars, ECM
ordnance communications and cockpit tnstrumentation It
1s noted that (1) there has besn a marked shift since 197C
from interceptor to ground support aircraft development
and production, (2) that ostensibly obsolets etectronics
such as the MiG-25 vacuum tubs-based Foxfire radar may
exploit low vuinerability and exceptionaliy high power
levels and (3) that the simplictty of Soviet avionics
gesign 1mposes a lower acquisiticn and maintenance cost
burgen while increasing reliability and the trainability
of rews 1t is suggested that the Soviet study of F-14
Ph. 1% missile systems since the Iranian revolution has
besn Astrumental in the development of a MiG-25 two-seat
variant with anti-cruise missile 100k down/shoot down
capabitity 82/03/00 82428397

UTTL The modular ATE

A/LCVY, E I PAA  A/(Eastern Air Lines, Inc  Miami
L) In AUTOTESTCON ‘80, International Automatic Testing
Conference, washington, OC November 2-5, 1980

Proceedings (A82-27876 12-59) New York, Institute of
Electrical and Electronics Engineers, Inc , 1980 p

51-53

The Eastern Air Linas concept of modular ATE is presented,
with attention given to bOth hardware and software

aspacts Existing maintenance phiioscphiss and the
classical ATE are reviewea to sShow why present concepts
are no longer cost effective Potential problems of the
modular ATE concept are examined, and the need for further
standardization and close i1ndustry cooperation 1s
discussed 80/00/00  B2A27886

UTTL Airtine ATE requirements

A/HARMON, M E PAA  A/{American Airiines, Inc , Dallas
™) In AUTOTESTCON 80, International Automatic Testing
Conference, washington, DC November 2-5 1980,
Proceedings (A82-27876 12-59) New York, Institute of
Electrical and Electronics Engineers, Inc , 1880 p

43-46

The general requirements of airiine ATE (automatic tesr
equipment) are reviewsd, and attention is given to
gadicated modular general-purpose and circuit carg ATE
It 18 poted that maintenance of all-digital avionics will
require the full utilization of standardized instrument
technicues and the ATLAS test language to accomplish cost
effective tasting and repair And it is recommended that
airlines effectively communicate these test equipment
requirenents to the suppliers of future avionics
aquipment 80/00/00 82427884

UTTL The use of dynamic mock-ups in the design of
advanced systems

A/GRAVELY, M B/HITCHCOCK, L PAA  A/(USAF  Fiight
Dynamics Laboratory, Wright-Patterson AFB, OM) 8/(V 3
Naval Matsrial Command, Naval 2ir Deselopment Centor
warminster PA} In Human Factsrs Society, Annual
Meeting 24th, Los AnQeles, CA, Jctober 13-17, 1980,
Proceedings (A82-22901 09-54) Santa Munica, CA  Human
Factors Society, Inc 1980, p S-8

The advantages of using dynamic moCk-ups tn advanced
system deasign are discussed tn terms Of the USAFf's Digital
Avionic Information System (DAIS) Program and the Navy's
Advanced Integrated Display System (AIDS) Cockpit
Osvelopment Program Experienced pilots are employed to
Judge the acceptability ¢f silide pro‘ector displays for
radar low-1light Jeve! television, and alphanumeric and
vectot graphric formats Cost effectivaness s achievaed by
lowaring software costs, minimizing time in construcxing
the mock-up, and high réliapility-low maintenance
featuras The cockpit layout 15 set up once the reguirad
tasks and the number Of nultifunction cort. ols are known,
and variations on the instrumentation set-up are tested
repeatsaly The AIDS concept allows remote locaticon of a
s)ide projector for closed circuit television display of
various instrument configurations in differaent situations
and selected displays are chosen for full scale
simulation 80/00/00 82422902

UTTL Very high spsed intagrated circuits Into the second
generation 11 - Entering Prase 1 .

A/MAKTIN, U PAA  A/(National Semiconductor Corp , Santa
Clara, CA) Mititary Electronics/Countermeasures, vol 8.
Jan 1982 n 60-62, 65, 66

The intended applications of the Very High Spe
Integratod Circuits (VMSIC) chips and technologtes fal)
into four basic categories Thess Categeries ara related
to current operational svstends which Could be improved
through VHSIC technologies without change in performance.
the addition of new perforrance feaatures to existing
systens, planned upgrades of existing systems through the
use of VHSIC technologies and new Systess which Could not
De Jeveiwpeu without the use Of VHLIC technology
Attention 13 givan to sSystem cesign evolution, aspects of
tochnology inse-tion, advantages ralatsd to
stanaardization, 3pplications ted to the o loprunt
of tne next generation Aavance Tactica) Fighter aircraft.
the tmprovement of reliability, &nd technology transfer
issues 82/01/00  B82A21848
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UTTL Trends {n maintainadbiiity and teliabiirty of
avionics SyStems with particular reference to OCAD
Technical Publication 1/77

A/LOY, A F PAA  A/{Ministry of Defunce /Procurement
Executive/, London England) I€E Proceedings, Part F -
Communications, Radar and Signal Processing, vel 128, pt
F. no 7 Dec 1981, p 473-439

The procurement situation with respect to reliability ang
matntainability (R&M). prior to tre DCAD Techmical
Publication 1/77 (1978) 18 raeviewed tirst The general
contents of the document and the transiation of the
document’s princtples into a form suitable for contracts
are then discussed Application of the publication -
outlined Aand an indication is given of the directio RAM
activity Shoulg procesd tn order to meet the challenges of
future systems Particular attention is given to the
reliability parameter whiCch has preserted a more serious
problem during the design, development and production
phases 81/12/00 82416561

UTTL Balancing readiness and life-cycle cost ovjectives
N avionics acquisition

A/CALVD, A B B/KRONENFELD o E PAA  B/(Anaiytic
Sciences Corp , Reading, MA) In NAECON 1981
Proceedings of the National Aerospace anog Etectronics
Conference, Dayton, OH May 19-21, 1981 volume 2
(ABZ-14676 04-01) New York, Institute of Electrical and
Electronics Engineers Inc 198t, p 891-897
Life-cycle cest/readiness analysis methods and 1s5ues
emerging in stydies conducted at TASC are discussed 1n
order to estaplish a balance btetwesn 1irfe-cycle cost
requirements duri1ng peacetime conditions andg operational
readingss needs N wartime emplioyment Specific areas
which provide a basis for the design team are reviewed,
inctuding assessment of 10Qistic suppor: imMpacts the
1dentification of principle system design parameters and
exploration of tradeoffs on investment options In
addition, recommendations on incorporating the anaiysis
efforts in the syStems acquisition planning proress are
offered 81/00/00 82414785

UTTL Reusable aviu~ics executive software

A/BOUSLEY, R F PAA  A/(Boetng Military Airplane Co ,
Seattle, WA) Irn NAECON 1981 Proceedings of the
Nationatl Aerospace and Electrenics Conference Dayton ON,
May 18-21, 1984 Volume 1 (A82-14676 04 Ot) New York,
Institute of flectrical and Electronics Engineers IncC
1981, p 31-38

forecasts indicate that avionics architecture will evolve
from single multiplex to Merarchical multiple multiplex
architectures Tne USAF DIAS program ‘5 developing a
cammon modutar reusabie executive computer program in
order to minimize the cost of executive software tn future
avionics sSystems The key to the concept of a modujar
reusaple eéxecutive is the defintt<on of the functional
modules within the executive ang a rigidty enforced
tnterface between the functioral modules An executive for
an avionics applicatiun CONT1315 of two major functions
(1) a pus control for 1r.eracting to a data transfer
vedium and for controlling thys magtum and (2} a local
control for executive functions which are local to the
process'ng element A proposed hierarchical avionics
architecture, and the executive corfiguration ard
functional modute are (liustrated 81/00/00 B2A14681

UTTL  Sof tware documentation - The 1i1feline of ccnputer
programs

A/KING, 5 M 8/FDTIS 8 H PAA  A/(Genaeral Dynamics
Corp , Fort warth TX) B/(8HP Development Lo Redwood
City, CA) In Digital Avionics Systems Conference 4th,
5t Ltouts MO November 17-19, 1981 Collection of
Technical Papers (A82-13451 03-04) New York Amertcan
nstitute ©f eronautics andg Astronautics, 1987 p
181-187

Gutdelines for determining software documentation needs
and methods of implementation are presented Topics
dtscussed include the purposes of software documentation,
gocumentation types and scope, the use of software
documentation for management control, and a recomuwended
documentation procesure It is emphasized that good
gocumentation provides *the means for successful software
integration 1n present and future airrcraft

ATAM B1-2255 81/00/00 82413476

UITL MIL-STD 1750 chip sat Passiblo dastigns

A/LYRN # € B8/MOORE R K PAA  B/{(Gienerai Dy1amics
Corp , fort Worth Tx) In Digital Avionics Systems
Conferonce, 4th, St Louis MO Noverber 17-19, 1981
Collection of Technical Papers (AB82-13451 03-04) New
Yory American fnstitute of Aeronautics and Astronautics,
198, p 168 172

The cevaiopmer® of a MIL-STD-17504 comp!sant
microprocessor chip set for use in oi1gita) avionics
systems 13 presented Dasign constraints are tdentified
amg a logical partitioning of the chip set i3 defined
Signatl snterfaces are proposed, and potsntial physical
conf igurations for the chip set are presented The cost of
miniaturization 18 found to be hign, although with user
discretion in implementing the instruction set

STLN *5LleTE Toeowd

o wittie st uvidifg as mucn Capaptiity
as possinle, a8 MIL-STO-1750A comp)iant microprocessor chip
et with wide user acceptance can be produced

AlAA B1-2253 £21/00/00 82413474

JITL  Avionics component stargardization - The key to
masntainability,

A/MARTIN U PAA  A/f(hational Semiconductor Corp  Santa
Clara Ca) In Oigital Avionics Systems Conference 4th,

ABS

RPT#

AUTH

AUTH

ABS

RPT#

AUTH

AUTH

ABS

B-7

St Loutls MO Novempber 17-19 1981, Collection of
Technical Papers (A82-13451 03-04) New Yar' American
Institute of Aeronautics and Astronautics, 1981, p

163- 167

The tssue of maintabtlity Oof avionics components 1S
discussed with particular reference to provlems currently
seen within the logistical support Syitem Particular
attention is given to nonstandard specifilations,
protifgration of part numbers, the problem of product
obsotescence and the problem of diminishing manufacturing
sources It is shown that standardization is essential for
the long-tarm yviabtlity of the defense structure

ATAA 81-2252 81/00/00 82413473

UTTL Variable spaed constant frequency /VSCF/ electrica!
system cuts cost of ownership

A/HILDESRANT, R V B/VANNOCKER, R C PAA  B/(General
Electric Co Atrcraft Equipment Div | Binghamton, NY)

In Intersoctety Energy Conversion Engineering Conference
16th Atlanta, GA, August 9-14, 198% Proceedings Volume
1 (A82 1:701 02-44) New Yora, American Society nf
Mechanical Engineers 1981, p 130-135

The methodology employad in the development of the
electrical generating system for the F/A-18 aircraft 1s
considered This system was the first production
applicatton in which the Cycloconverter electronics were
packaged with the generator ang mounted directiy to the
accessory gearbox Being the first productien system of
this type a detatled and comprehensive analysiys and
evaluatton program was under taker to provide assurance
that the design could operate with a high degree of
relfabiitty 1n this generally hostile environment A
Primary maintainability design objective was relatad to
the design and tre select‘on of parts and materials which
would last for the Jife Of the unit without scgheduled
maintenance Attention 18 given to maintenance cost
experience and !ife cycle cos*s 81/00/00 82411719

UTTL Closed 1000 environmental control systems for
fighter aircraft

A/TSUJIKAWA, G S B/RAJPAUL vV K PAA  B/(Boeing
Military Airplane Co , Seattle, WA) American Socrety of
Mechanical Engineers, Intersociety (onference on
Envtronmental Systems, San Fraicisco CA, July 13-15

1981, 6 p USAF-sponsored research

A favorsble thermal environment for aircraft aviontcs
implemanted 1n an energy efficrent manner 1S an ipportant
factor 1n reducing atreraftt ii1fe cycle costs through
improved avionic reltacility This paper discusses the
apptication of c¢losed loop environmental control systems
(CECS) to a tactical wission aircraft The specific
objective was to determine CECS configurations which would
piovide significant savings in fuel consumption and 1ifa
cycle costs while maintaining stable Jow temparature
clean and dry environmant for wvionics equiprent
Preliminary designs were developed for a positive
displacement rotary vaned air cycle machine systemn hybrid
air/vapor cycle system centrifuga’ Freon compressor vapor
cycle system and a turbo-machinery air cycle machine
system Sy/stem characteri15tics, detarls of design
performance and 'i1fe cycle cost data were compared with an
existing open 16op air cycle system The study showed that
closed toop system configurations and close avionicC

tempe: ature control resulted \n substantial life cycle
COSst savings

ASME PAPER 81-ENAS-2

81/07/00 62410890

UTTL  Asrcraft/avionics anvironmental integration program
A/HERMES P B/WAFFORD J PAA  B/(USAF Aegronautical
Systems Div , wright-Patterson AF8, OM) In Life cycle
orobtems and environmental technology, Proceedings of the
Twenty-stxth Annual Technical Maeting Philadelphia PA,
May 1t2-14, 1980 (A81-46476 22-38) Mt Prospect, IL,
Institute of Environmental Sciences 1980 p 23-27
Activities of USAF/Aeronautical Systems Division retated
to atrcraft/avionics environmental integration are
reviewed with amphasis on specifications and standards
veing developeg 10 assist in acquiring equipmants and
systems 'n a cost effective manner The primary purposes
of these documents are (1) to 1ntroduce new analyses ang
tradeof. studies tn the early develcpment phases, (2) to
provide a contractual basis for informal activities
praviously accomplished by the contractors, and (3) to
~eplace o~ supplemgnt universal requirements wizh
engineering approaches tailored to specific applications
80/00/00 B81A46480

UTTL Avrorics thermar integration for the Boeing 767
arrplane

A/SLALK, R L B/LLOYD A y P PAA  B/(Boeing
Commercial Airplane Co , Renton, WA) In Life cycle
prebiems and environmental techrnology, Proceedings of the
Twenty-sixth Annual Technical Meeting Philaseiphia PA
May 12-14, 1980 (AB1-46476 22-38) Mt Prospect IL,
Institute of Environmertal Sctences 1980 p 11-18

With reference to Boeing aircraft R-747 and R-"A7T mashaae
used to itmpirove avionic reliability and reduce maintenance
costs by towering component operating lemparatures are
Giscussed Attantion ts given to the following cooling
concepts (1) avionic cooling atr exhausted overboard
after cooling avionics, (2) avionic cooling atr recovied
using ram atr, (3) avionic cooting air recodled using air
conditioning system and (4) avionic cooling air recooled
usIng skin heat eathany,e A prototype avionic cooling

Systan for the 8-7L7 which empioy,s a skin heat axchanger
80/00/00 B1A46478

is presented
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UTTL  DAIS controts and displays - A systems approarh to ABS The Ultra Electronic Controls Fault ldentification Module ¥
avionics subsystem intagration as used 1n the Flectronic Engine Control Unit (ECU) for ‘

AUTH  A/BROWN G W B/GARCHER U D PAA  B/(USAF, Avionics the Olympus 593 engines of the Concorde Supersonic
Laboratory, Wrignt-Patterson AFB COhio) In  NAECON 1980 Transport Aircraft 15 Giscussed This 15 based on a CMOS ;
Proceedings of the National Aerospace and Electronics microprocessor for 10w power consumption and enables the i
Conference Oayton O0Ohro, May 20-22 1980 Volume 3 module to be applied to e>isting units without redes:gn of { ‘
(A81-30226 12-04) New York Institute of Electrical and powar supplies The module examines the outputs »f i
Electronmics Engineers Inc 1980, p 1057-1064 exi1sting fault monitering circuits and compares these with

4BS The increasing complexity of U S At Force aircraft software-def ined reference levels It then determines * ¢
mi1S510n requirements and the necessity for reducing from this ang other signals taken from the ECU safety N
avionic 1ife Cycle costs require a total Systems approach consolidation circuits the engine control subsystem which 4
to future avionic subsystem integration The Oigita) 1s at fault This modul® has been 1n sarvice for close to f
Aviontics Information System Control!s andg Displays (C/0D) s one year now and the 'mpact on rapid and accurate fault i
an integrated subsystem that utilizes specific pilet di1agnosis, eliminatsor of premature £CU removals and thus ;
control procedures and common communication techniques to reduction of cost ownership of the ECU 1s discussed M
accomplish virtually all aviomic functions wtth the same RPT# ASME PAPER 81 GY 138 81/03/00 81A30040 ;
prlot C/D hardware This paper discusses the system design i
approach negded during avionics development process to i
achieve an integrated C/0 subsystem Emphasis 1s placed on UTTL Aviomic architectura) standardization ~ Logistic
interaction between prlot procedures missSion operations, support parspective
and C/0 subsystem and related interfaces The AUTH A/MASON R C B/PARRIQOTT L O PAA B/(TRW Defense )
reconfiguration capabilities, the ease of (ncorporating and Space Systems Group, Redondo Beach, Calif ) In
new avionic functions and other benefits der ived from Stangardizatron n military avionics systems architecture
common (/D bardware are also addressed Finally critical Proceedings of the Seminar, Dayton Ohio November 28 .
tssuLs facing C/D such as pilot workload acceptance by 1979 (AB1-13167 03-04) New York Institute of Electrical
the avionic community of new control and display anag Electtonics Engineers, Inc , 1979, p 27-34
techniques, deqgree of display device complextty and C/D ABS The advent of digital technology, specifically embedded
area3 amenable to standardization are examined 80/00/00 computer systems (ECS) has provided the impetus for rapid
81A30336 growth 1n the sophistication and complextity of airborne

information pProcessing functions Along with the growrh in
avionic systems sophistication, there has been a
UTTL Tairloring software logic to the needs of the pilot - corrgsponding i1ncrease tn their costs anad a proliferation
A software designer’s nmightmare of unique computor-embedded avioniC systems and

AUTH  A/MURRAY J 8/REISING PAA  A/{System Consultants subsystems This influx of embedded computer systems has
Nel Dayton, Ohio) 8/(USAF  Flignt Dynamics Laboratory introduced a new approach to the management and support of
Wrignt-Patterson AFB Omio) In NAECON 1980 Preceedings avionics systems at air logistics centers This paper will
of the National Aerospace and Electronics Conference dascribe this avionic support approach This paper takes a
Dayten Onhto, May 20-22, 1980 Volume 3 (ABt-30226 12-04) closer 1ookh at the problem created by the rapid influx of
New York Institute of Electrical and Electronics embedded computer systems each with their unigue
fngineers Inc 1980 p 1052-1056 architectures for current and planned ECS support systems

ABS Dtrgital aviontcs and multifunction displays and controls and then reflects on several lessons learned and discusses
are heing 1ncorporated into atrcraft of the Ayr force, where both avionic architectural standards ang support
Navy and Army with increastngly greater frequency One of facility standards can help reduce the proliferation of
the key aspects in their acceptance and usaefulness s the SUppor t systems 79/00/00  81A13179
design of the software SO that 1t supports the needs of
the user, specifically, the pilot 8y taitoring the
scftware such that dispiay formats and mu)tifunction UTTL Cost analyses for avionict acquisition
control logic ara custom-designed to appropriate mission AUTH A/TOOMEY, € F B/CALVD A 8 PAA  B/(Analytic
phases, a reguction in p1lot workload i1s accomplishead A Scirences Corp Reading Mass ) In Annual Reliability,
saries of studies have been condgucted examining this and Maintainapslity Symposium San Frarcisco Caltif
reduction tn pilot workload by employing Tailored January 22-24 1980 Proceedings (AB0-40301 16-38} New
Multifunction Contrel Logic versus standard Branching York, Institute of Electrical and €lectronics Engineers
control Logic A significant improvement 1n pilot Inc , 1980 p 85-90
performance has resulted from the use of Tailored Logic ABS The pezper reports on the types of (0st reliability andg
However, in an era of ever increasing software costs, the maintenance tradeoff studies of cost anaiyses requirad for
benefits to the piiot need to be weighed against the costs formulating an effective acquisition strateqgy Sample
of inplementing this tatlored software 80/00/00 Study results are provided, and a descriptiyon of how study
81430335 results are used to focus on critical issues 'n the

acquisition program is provided The retiability s found
to be a central factor but 1ts ultimate effect on support
UTTL AN analysis of the conmon Multi-Mode Radar Progtam costs 15 determineg by other influances such as the
using the Standardization Evaluation Program structure and efficiency of the 1ogi1stic support system,

AUTH  AZTHOMAS o L B8/JOLDA U G PAA  B/(USAF attention must be directed early in the development cycle
Wright-patterson AFB, On1o)  In NAECON 1980, Proceedings to 1dentitying support Cost Jrivers within a tramework
of the Nationa. Aerospace snd Electronics Conference, whicti accomodates the actual equipment use and sSuUpport
Dayton, Onio, May 20-22 1980 Volume 2 (AB1-30226 12-04) conditions Onceg the drivers are i1dentified, cost controt
New York Institute of tlectricai and Electronics procegures in the form of warranties and ver)fication
gngineers, Inc 1980, p 839-845 testing which focus on the principal areas of concern can

ABS  The cost mpact of standardization as applied to Air Force be intégrated into the acqutsition plan 80/00/00
avtonic systems 15 giscussed 1n this paper Severa! Itife B0A40311
cycle cost estimates were made on the ASO Common
Multr-Moge Ragar Program using tue Standardization uTT A
fvaluation Program (STEP) mode! Costs for deveiopment AUTH A L Avienics and controls technology trends
operation, and support of a common (stansard) radar system v /SMYTH, R K PAA  A/{M11co International, Inc
are compared with 11he cOSts estimated for using Huntington Beach Calif ) American Instrtute of
ndivigually ceveloped radar systems across applicable Aeronautics and Astronautics, Internationai Meeting ang
atrcraft STEP estimates project 1 fe Cylle costs of Technical Display on Giobal Technology 2000 Baltimore
untque radar systems to be twice those of a common radar AB ':" Moy 6-8, 1980, 13 p
svstem Results are aiscussed 1n terms of STEP runs ana s he trands which will define the state of the art in the
ASD Gosting estimates, and STEP model use 1s described year 2000 for aeronautiCs avionics and controls are
80/00/00  B1A30318 emarging 1n 1980 The prospective of the last three

decades of avionics and contrels developments coupted with

the current technological progress n very large scale

integration (VLSE) microelectrontc circui*s provide the
UTTL Automated Requirements Oevelopmént System basis for the projection of technology trends for the yeor

AUTH  A/MAZLE, M B/GLENN U S PAA  B/(Mttre Corp 2000 The papar reviows the trends in broadly applicable «
Bedford, Mass ) In NAECON 1980 Proceedings of the technoclogies as they will iwpact the aeronautic vehicle
National Aerospace ang Electronics Conference Dayton specific technologies ouring the next two decades
Onio  May 20-22, 1980 Volume ! (A81-30226 12-04) New RPTr» AlAA PAPER 80-0919 80/05/00 80432889
York, Institute of Electrical and Electronics Engineers
Inc 1980, p 435-439

ABS The Automated Requirements Development System (ARDS) s a UTTL Issues in avionics standardtzation
set of software to0ls surporting requirements for the AUTH  A/RICKER, R K PAA  A/(USAF, Ae@ronautical Systems Oty
cdevetopment activities of the Air Force £lectronics System wright-Patterson AFB Or1o0) In Cha.lenge of the ‘80,

Jivision (ESD) program office for large weapons systems Procoedings of the Third Digital Aviontcs Systams

The activitias are specificat:ch generation, reviow, Conferance Ffort Worth Taex , November 6-8, 1979

reviston and analysis and requirements tractng 4RDS (AB0-32417 12 06) Naw York, Institute of Electrical ang

functional c2gaoilities include document generation and tlectronics Engineers, Inc , 1979, p 240-243

ma1rrsiance, comment management, ducument analysis and ABS The paper defines criteria for the selection of avionics

remote tool interface ARDS data include outlines standardization factors which take into account the forces

standard paragraphs standard terms and definitions which determing the productivity of standardization These
checklists, guidelines, and specification samples factors include technological maturity and arcnitectural

BO/00/00  B1A20276 SErtahilos 81 Gutur oy ractor oeals with a subsystem -

where the majority of elemwnts are in a thrag-year CyCle
of ‘order of magnitude’ performance raquiremants, sSize
reguction, or mechanizatton changes In sucn cases
UTTL Using microprocessors in fault monitoring of standardization 1s not feasible. if the subsystem 1§
aircraft electronics architaecturally intardependent with other subsystems with
AJTH  A/MAYBANKS, A PAA  A/{Ultra Electronic Controls Ltd , complex interfaces ans a high degree of software
tondor, Englang)  American Society of Mechanical standardization 1s much more 0:fficult than ‘n a

Engtneers, Gos Turbine Conference and Products Show stand-slone subsystem with simplc interfa . 79/00/00
Houston Tex , Mar 9-12, 198%, S p 801432430
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UTTL A comparison of computar architectures for the NASA

demonstration advanced avionics system AUTH
A/SEACURT C L B/BAILEY, D G C/LARSON, J ¢

PAA  C/{Honeywell, Inc , Avionics Div  Minneapolis

Minn ) CORF  Honmywell Inc Minneapslis  MN In

Chaltenge of the ‘80s Proceadings of the Third Digital

Avionics Systems Conference, Fort Worth, Tex Novenbar
6 8 1979 (A80-32417 12-06) New York Institute of , 35
£lectrical ang Electronics Engireers, Inc , 1979, p

51-57

The paper compares computer architectures for tre NASA
demonstration advanced avionics system Two computer
architectures are described with an unusual approach to
fault tolerance a single spare processor can correct for
faults tn any of the distributed processors by taking on
the role of a failed module It was shown the system must
be used from a functional point of view to properly appty
reaundancy and achieve fault tolerance ang ultra
reliapiiity Data are presented on complexity and mission
fairlure probsbitity wnich show that the revised versicn
otfers equivalent mission reltability at lower cost as
measured by hardware and sof tware complextty 79/00/00
B80A32427

AUTH
UTTL Single ch.p custom LSI microcomputers for avionmics v
applications
A/KANTOWSKI, v W PAA  A/iBendix Corp Avionics Div
Fort Lauderdale, Fla ) In Chalienge of the ’'80s
Proceedings of the Third Digital Avtontes Systems
Conference Fort Worth Tex November 6-8 1979 ABS
{ABO-32417 12 06) New York, Institute of Electrical ang
Etectronics Engineers, Inc , 1979 p 32-36
The paper discusses a single chip custom LS. microcompute
with flexible architecture and a variadle instruction set
This device was developed 235 an alternative to a full
custom LSI and 1ts assocCtated long lead time high
development cost &ano difficulties in incurporating
changes The microcomputer contains all the ccrcuter
oiements swmitar to MOSTEK 3870 §t 13 much mure
efficient, the harawired logic can be included on the AUTH
chip and 1ts COSts are cheaper than standard system
implementations  Sof tware development can take place on
ex15ting systems using macroinstructions and can be fully
debugged fn 1ts application system using a simulator
boarda 79/00/00  80A32423

UTTL Advanged avionic architectures for the 1980°s - A ABS
software view

A/MORGAN L F PaA  A/(lockheed California Co

Burpank Catif ) In Challenge of the ‘80s °roceedings

of *he Third Digirtal Avionics Systems Conferance Fort
worth, Tex November 6-8 1979 (AB80-32417 12-06) New
York Institute of Electrical and €lectronics Engineers
Ing 1979 p 13-18

The pacer examines advanced avisnics architectures
including 'd1str ibuted’ and ‘hierarchal’ with a
rentralizeg multiprocessor System at the apex [t was
shown that the concept of distributed computers in
avionics has been carried too far ard that the eventual
impact of cheap-relrable digital hardware 1n avionics
software will be the use of larger numbers of CP and
memory elements 1n dedicated and shared hierarchal
architectures The all digital character and requirements
for future avioniCs architectures will lead to a
fly-before-specify policy using an early

total system-simulation approach systems development
79/00/00  80A32420 AUTH

UTTL WELS - An 1nternational approach (o range
tnst-ume@ntation support

A/LUSTINA w P PAA  A/{RCA Missile and Surface Radar
Div , Moorestown, N J ) RCA Engineer vot 25, Feb -Mar
1980 p  41-46

It 1s noted tha* reltable on-demand operation of
precision tracking radars 15 a key element in supporting
critical missions On today’s test ranQes Such radars are
focated at various sites arGund the world which
complicates the problem of heeping tnem operaticnal The
paper describes an interagency apprcach to tne probler
the Worldwide Enginewring and togistics Support (WELS)
Program Attention is Qiven to the scope ang operation of
the program, including the dive:sity of range user
requirements ang the engtneering/technical assistance and
logistics support needed 80/03/00  80A31249

UTTL ATE system scqQuisition for £-3A sentry /AWACS/
A/DUNCAN R D B/WILSON, 0 #H , C/SCHELLENBACH R

R PAA  A/(USAF £lectronic Systems Div , Bedford

Mass ), B/{USAF Warner Robins Air Logistics Center
Robins AFB Gi )}, C/isipport System Associates, [rc
Burlington Mass ) in  AUTOTESTCON ’79 Procaedings of AUTH
the International Automatic Testing Conference,
Minneapolis, Minn Septemper 19-21, 1979 (A80-2999t
11-90) New York, Institute of £lectrical and Electromcs
Engtneers, Inc 1879, p 365-369

The paper destribes the systems enginasrtng and managemant
ducisinns for the support of the organic depot matntenance ABS
aoarAtian nf ena €-24 S5ng, , Lyouwraft  in orger to provide
cost affecttve acquisition of ATE, a listing s yiver of
the alternatives and consigerations required to fo.m an
overall picture of the tachnical capability and total
ownersnhip cost of a pa~ticulaer ATE system Special
attention 1s given to ATE useful 1ife reguiraments
efficrencter and perscnnet ski1ll tevel The methodgology
empioyed ir sUpport of the £-34 MiSs10n avionics is

wons 1dered 79/00/00  80OA30033
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UTTL F/A-18 Automatic Test Equipment

A/MAJOR T PAA  A/(U S Naval Air Systems Command,
washington, 0 C ) In AUTQTESTCON ‘79, Praceedings of '
the International Automatic Testing Conference,

Minngapolis, Minn | September 19-21, 1979 {AB0-29991

11-59) New York, Institute of Electrical and Electronics i
Engineers, Inc , 1979 p 317-319

The oevelopment of the F/A-18 Automatic Test Equipment is

discussed Attention is given to areas tn which cost .
reducticn techntaques and lessons ltearned froum past ATE

programs have been tmplemented Areas covered include the

F/A-18A ILASS, the nead for the ATE to be ship. shore and

USMC van compatiblie, systems monitoring, confidence

testing performance testing, and station majntenance and

repair Also covered are the Ragar Test Station (RTS) ard

the penefits of the colorgraphic display, which include

the possibility for operato~ currective action improved

operator efficiency reduced paper documentatton currency

of documentation and automatic test generation

79/00/00 B80A30028

UTTL System EM( - Tencencires of a worldwide
stanuirdization and cooperation

A/RODE R PAA  A/{Messerschmitt-Boalkow-Blonm GmbH,
Munich West Germany) In Electromagnetic compatibility
1979 Proceedings of the Third Symposium and Tecknmical
Exhibition Rotterdam, Netherlandgs May $-3 1979
(A80-27752 10-32) Zurich, Eidgencessische Technische
Hochschule 2uer ich, 1979 p 485-490

The pgper deals with the tendencies in worldwide EMC
standardization ang cooperation Emphasis 1s placed on
standardization of test methods including system analyses,
system integration, prototype and production systems EMC
problems 1n an international atrport and military afrcraft
are outlined 79/00/00  BOA27784

UTTL AN 1 .tegrated multi-system approach to the support
of digital avionics

A/BABIAK, N U B/PARRIOIT, L D , JR PAA  A/(USAF
Logistics Command, Wright-Patterson AFB, Ohio), B/(TRW
Defense and Space Systems Group, Redondd Beach, Calif )
in NAECON 1979, Procesedings of the Nationa) Aergspace and
Electronics Conference Daytor, Ohio May 1517 1979
volume 2 (A79-48590 21-01) New York, Institute of
Electrical and Electronics Engineers, Inc 1979 p
644-649

The paper examincs axisting avionic support facility
configurations with respect to intended as wall as
realized support capabilitifes A standard approach to the
integration of digita)l avionics support facilities is
arscussed noting that responsive mission support and
reduced 11fe cyCle costs may result The classiC component
capabilities of the USAF’s Avionics Integration Suppors
Factitty (AISF) are examined for dynamic simulation
&4vionics test and ir egration, offline computation and
flight test The advantages and disadvantages of the
present AISF approach are discussed noting the expense of
the single syster approach Attention is given to the
first butlaing block in the standerdized AlSF approach
called the Dynamic Simulation system and an analysis ot
the three core elements, incluuing tha simulation
processer, is presenteg 79/00/00 79448647

UTTL Potential effects of standardization on avionics
sof tware life-cycle cost

A/SCHANE R N B8/WILLIAMS J R C/YACHOWSKY M F
PAA B/{Logicon Inc . Dayton, Chi1o), C/(USAF
Aeronautical Systems Div , Wright-Patterson AF8, Oh10}

In NACCON 1979 Proceedings of the National! Aerospace and
Electronics Conference Dayton, Onio May 15-17 1979
Volume 2 (A79-48590 21-01) Mew York, Institute of
Llectrical and Electronics Engineers, Inc 1979, p
558-567

Quantitative models are developed to evaluate the
potential effect. of standardtzation on aviontcs sof tware
1ife cyclu cost Four candidata standardizatton areas are
invastigared computer-language standardization standard
¢ross-training of maintenance personnel stancard GFE
SUppOrt hardware and software, and standard interfaces
Standardizstion-cost-savings models ars defingd relative
to the Daseline cost of a hypothetical non-standardized

avionics system The Daseline system {s defined to tnctude -

nine subsystems each with an embedded Computer and an

operational fiignt program {(OFP) Life-cycle costs of the .
baseline system are computed using a detailted

rule of -thumb mode) constructed as a composite of current *

cost data and models from the litgrature 79/00/00

79448637

UTTL  Avionics computar software operation ard support
cest estimation

A/FERENS vV B/MARRIS, R L PAA  H/(USAF, Avionics
Lavoratory Wright-Patterson AFB, Ohio) In  NAECON 1979 :
Proceedings of the Nationa) Aerospace and £lectrontics
Conference, Dayton Onhio, May 15-17, 1979 volume 1
{A79-48530 21-01) New York Institute of Etectrical and
Electronics Frgineers, inc , 1979, p 296-300

This psper doscribes many Cu~rant madelz argd =ei%ds

available for predicting computer software operational and M
support Costs ang discusses the Jimitations of availsble 3
models and methods as useful tools This paper also E4
d1SCusSses in detall the Air Force Avionics Laboratory’s ?
current effort to develop o model trat wtil help the i
engineer or cost analyst accurately predict operational %

and support costs of avionics systems computer 3oftware
heing maintained at Air Force Atr Logistics Canters
79/00/00 79448620
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UTTL RTCA standards - Improved specs and regulations

A/FUCHS w C PAA  A/(Ragio Technical commission for
Aeronautics Washingten, D C ) In Annual Reliability

and Maintainability Symposium, wWashington, D C Janvary

23-25 1979 Proceedings (A79-39876 16-38) New York

In3titute of Electrical and Electrconics Engincers 1979,

p 381-383

The Radio Technical Commission for Aeronautics (RTCA)

develops minimum performance standards for avionics and
telecommunications These sta@ards have been employed as
specirfications by manufacturers ang have also served as AUTH
the basis for government regulation of the aviation

industry  Subjects under constderation by RTCA committees

during 1978 included ground proximity warntng equipment,

emergency locator transmitters, airborne Omega receivers

future c1vhrl aviatior frequency spectrum requirerents and ABS
the role of mean-time-before-failure data in specifying

safet, standards 79/00/00 79439919

UTTL Life cvcle costing of simulated vs actual equipment

for intermediate maintenance training

A/EGGEMEIER F T B/KLEIN, G A PAA  B/(USAF Human
Resources Laboratory, Wright-Patterson AFB, Ohio) In

Human Factors Society Annual Meeting, 22nd, Detroit

Mich | October 16-19 1978 Proceedings (A79-18201 05-54)

Santa Monica, Calif Human Factors Society Inc 1978,

o 267-271

Intial results are presented of a two-phase effort to

develop life cycle cost (LCC) estimates of training

equipment for F-16 avionics intermediate station AUTH
maintenance personnel This initial phase was a

preliminary analysis of major cost factors differuntiating
simulated and actual test equipment It was conducted to

providge an early estimate of the cost of a training

simulator and to decide f a more detailed LCC study was
warrantea Total estimated 15 yea~ costs for simulated ABS
equipment trainers were approximate.y 50% iess than

comparabtle estimates for actual eguipment trasners

78/00/00  79A18217

UTTL CITS - Tomorrow’s test system today

A/DERBYSHIRE, K PAA  A/(Rockwel) Interrational Corp

L0S Angeles, Calif ) In Inaustry/Joint Services

Automatic Test Conference and Workshop on Advanced Test

Technology Management, Acquisition Support San 0.ego,

calif April 3-7 1978, Proceedings (A79-16426 04 38)

washington, D C National Security Inoustrial

Assoctation, 1978, p 112 114 RPTH
The Central Integrated Test Systam (CTTS) developed for

the B8-1 aircraft, allows the B-1 to meet the requirements

of self-sufficiency and flight hours to mainterance of an

advanced arrcraft CITS continuously ronitors all aircrart AUTH
subsystems n flight and on the ground, and performs fault
1s0lation to the LRU level Maintenance is accomplished

tnrough the use of CIYS-supplied failure data and System

operation 1s verified through the use of CITs active ABS
ground tests 78/00/00  79A16431

UTTL Advenced technology i1mpact upon ATE self test
A/YOUNG W Paa  A/(Bendix Corp Test Systems Oiv
Teterboro N U } In  AUTOTESTCON ’77, Sympostum

Hyannis, Mass , November 2-4 1977 Record (A79-12301
02-33) New York, Institute of Electrical and Electronics
Engtineers, Inc , 1877 p 72-77

The paper examines the oppertunities afforded to ATE
self-test by the use of microprocessors and LSI Current
self-test concepts ara briefly eraminad in terms of
tnherent ambigusties testability, and the need for
accessory test equipment The concept of using intelljgent
Instruments alony with Compact diagnostic module testers
within the framewory of a large ATE system 1s treated as a
viable cost-affective approcach to current ATE self-test
problems 77/00/00 79412306

RPT4
UTTL  Support systems for advanced military electronics
A/KENNEY, o PAA  A/(Genera) Dynam‘cs Corp Fort
worth, Tex ) In  AUTQTESTCON ‘77  Symposium, Myanmis
Mass  Novemper 2-4 1977, Recorg (A79-12301 02-33) New AUTH

York, Institute of Electrical and £lactronics Engineers
Inc , 1977 p 64-71

The papar examines some Of the wayS in which support
systems are likely to change to keap in step with new
avionics approaches 1t s found that those factors which ABS
wtll probably have the greatest influance on ATE support
systems are improves reliability, tota) agigital designs,
standardization of processors, software sng Systems
operation mon:itoring, and on-station $RU (Shop Replaceable
Untt) operations Of lesser importance are concepts such
as dynamic reconfiguration and redundancy 77/00/00
79A12305%

UTTL  4n analyttcal method of cefining low )i1fe cycle cost
avionics

A/BLOXON, W D ., B/KENNEDY, C D PAA  A/(Boeing
wichita Co , Wichita Kan ), B/(USAF Aeronautical
Systems Div Wright-Patterson AfB, Ohio) In NAELON
‘78, Proceedings of the Nautiona) Aerospace and Electronics
Conference Davton Ohi1o May tA-IR  1a7g yao' mg 2
{A78-4985% 22-04) New York, Institute of Electrical and
glectrentics Enginears, Inc , 1978 p  1222-1224 AUTH
The present study provides a basis for defining a
modernized S*rategic avionics system to meet the improved
performance and reduced OPAration and maintenance costs to
SUPPOrt strateQtic operational requirements in the 19803
The anslysis shows that & dramatic Cost effectivaness
improvoment can be achieved over the baselins and that
currant technology will support the guide reguirements for

life cycle cost and performance In order to meet SAC's
requirements the following features are necessary
improved radar resojution, high jamming resistant terrain
following radar g@ood radar performance n weathur radar
1mage freeze, Class I 1nertial system, jow altitude
penetration, and redundancy for mission success

78/00/00 78449990

JITL Life cycle testing for avionics development
A/HANCOCK, R N PAA  A/({Vought Corp , Dallas, Tex )

In NAECON ’77 Proceedings of the National Aerospace and
Electronics Conference, Dayton, Ohio, May 17-19 1977
(A78-16551 04-33) New York, Institute of Electrical and
Electronics Engineers, Inc . 1977, p 46-53

The peper reviews recent DOD avionics reliability
1mprovement activities in developing the roles of
laboratory and flight testing, with @mphasis on the
importance of the integrated test plan and involvement of
all affectea engineering disciplines The status of DOD
test standards revisions is discussed and a general
assessment 15 made of the effect of these revisions on
test procedures. facilities and costs It is found
necessary to use various degreas of 1ife .vcle event and
environmental simulation when testing at the various
systems levels from prece parts to total system

77/00/00 78A15557

UTTL Ffuture aerospace digital signal processing concepts
A/HSUEH S ¢ B/VOJIR W ., C/BURKHARDY, P PAA
C/{Grumman Aarospace Corp Sethpage N Y ) In
Computers 1n Aerospace Con: y~ence, LOs Angeies Calif
Qctober J1-November 2 1977, Ccllection of Technical
Papers (A78-12651 02-59) New York, American Institute of
Agronautics and Astronautics, Inc 1977 o 75-81

The paper attempts to outline likely requirements for
signsl pro~essing 1n avionics in the future (up to 198%
and beyond) and to indicate some of the considerations
that will influence the design and performance of future
signal processing machines Emphasis is places on
currgntly successful techniques which should be exploited
far multtpurpose applications, and on the fact that a
multiput, ose programmable Signal processor 1§ needed which
meets the ful) diversity of major avionics applications
Functional mogutarity ang sof tware commonality are
recommended as areas of standardization which will aliow
for growth in device technology andg thecretical
developments

AlAA 77-12389 77/00/00 78A 12661

UTTL A new avionics thermal control concept

A/TOKEN, K M PAA A/{McDonnel) Aircraft Co St

Louis, Mo } ASME  SAE, ALAA ASMA, andt AIChE,
Intersociety Conference on Environmental Systems 7th, San
francisco, Calif July 11-14, 1977, ASME 10 o

Tre use of more effiCient theurmal control techinques for
cooling avionic sSystems on fighter aircraft can reauce
avionic fatlure rates ang aircraft weignt penalties due 0
cooling systems Thus, signtficant economic benefits i1n
initial aircraft purchase Cost and in reduced cost of
ownership may bé poOssible in addition to increasing the
dependabiiity of tncreasingly important avionic systems
This paper describes & heat pipe-liquid cooling concept
for avionic system cooling which @xhibits higher thermal
efficiency than currently used cooling techniques The new
heat pipe cooling concept allows higher temperature
coolants to maintain avionic components at lower operating
tenperature, thereby increasing avionic reljantlity and
reducing ayrcraft weight penalties incurred by the rooling
system Key technical developments required for the
tmplementation of the new cooling technique are

identtfied Measured thermal performance for smalil heat
pipas which were developed for the new cooling sSystem are
presented

ASME PAPER 77-ENAS-14 77/07/00 77446855

UTTL Avionic power supglites - Intagrity aspects
A/BRITNELL € PaA  A/(Civil Aviation Authority, London
Englang) In Symposium on Avionics versus Electrics -
who Should Detarmine Future Power Supplies, London
Englang March 15, 1977 Proceedings (A77-38458 17-07)
London, Royal Aeronautical S€ocrlesy 1977 14 p
Present-day atrworthiness regulztions are considered
sufficient to faci)i1tate the ceriirication of the g eat
majority of new and projected avionic sSystems and their
electrical power Supplies Mowever, additionat
requirements appear to be needed to aliow the
certification of those new types of high integrity system
which are requ,red throughout flight and where a Common
moda fault affecting etther the system hardware or
software would have hazardous consequences The solution
'$ likely to be a procedural ona, involving the careful
devalopment ang rigorout app!lication of new raqutrements
written in terms of eszentia) design features and
procedures 77/00/00 77438463

Uil Ine ttectronically AJ11e@ Radar's ‘balances Jdesign’
and 1ts importance to }ife cyCle cost

A/MUKAL, D M , B/ATKINSON, P € Pak  A/(USAF
Avionics Laboratory, Wright-Patterson AFB, Ohio),

B/ (Westinghouse Dafense and Electronic Systems Center
Battimore, Mg ) In NAECON ‘76, Proceedings of the
National Aerospace and Electronics Conference, Dayton,
Ohio, May 18-20, 1976 (A77-37352 17-33) New vork
Institute of flectrical and Electronics Engineers, Inc ,
1976, p 379-386
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The £lectronically Agirle Radar (EAR) 15 being designed to
be compatable with the B-1 B 52 or fB-11t weapons
systems It was decided to use an EAR design phriosophy
which balanced overal) requirements such as performance
reliapility  Mmatntarnatiilaty  nuclear
survivabtlity/vuinerapitity, and cost i1n such a way as to
minimize the overall £AR 1i1fe cyCle cost The ovjective of
this balanced des:gn concept s the elimination of the
tendency of cne requirament to drive the radar design to
an unacceptable cost 76/00/00 77437402

UTTL Increasing system reliability with BITE

A/PLICE, W A CAA  A/(Monevwell Inc St Louis Park
Minn ) In NAECON '76 Proceedings of the Nat:onal
Aerospace and Llectronics Confarence, Dayton, Omio  May
18-20 1976 (A77-37352 17-33) New Yorkh Institute of
€lectrical ang Electronics Engineers 1In¢ , 1976 p
208-214

The paper reviews the basic concepts of onboard testing of
avionics with Built-In-Test Equipment (BITE) ang considers
the effects of onboard test capability On system
relrabrlity A central onboard test syStem concept 1s
discussed and an adaptive mogdeling concept 15 introduced
which offers potenttal for increased testing capabiiity at
reguced COSt 1n a computer-based avioniCs system

76/00/00 77437380

UTTL SEM - Bullding block for optimized avicnics cost
A/STALEY, W W PAA  A/(Westinghouse Defense and
Electronic Systeas Center, Baltimore, Mc ) In NAECON
'76, Proceadings of the National Aerospace and Electronics
conference Dayton Ohiro, May $8-20 1976 (A77-373952
17-33) New York [Institute of flectrical and Electronics
Enginears Inc 176 p S51-57

The objectives of the program to develop a Standgara
Eiectronic Module (SEM) for avionics are to reduce
aCGUISItION and maintenance costs and to improve
retiabitity and avariability of =eplacement parts
Attention 15 given to whether stardardization 1s practical
N avionscs anplications ard what should the
standardization be It 1s concluded that there are no
tacnnical obstaclas for a succesful SEM once proper
in~entives are provided 76/00/00 77A37359

UTTL A marketplace approach to mi)stary avionmics
standardization

A/SMITH, ¢ N D PAA  A/(Aranc Researcn Corp
Annapolis Md ) In NAECON ’76 Proceedings of the
National Aerospace ang €lectronics Conference Dayton
Ohio, May 18-20 1876 {A77-37352 17-33) New Yorx
Institute of Electricatl and Electronics Engineers Inc
1976 p 33-41

This paper explores the commercial prattices widely used
(00a Dby the airtines industry to develop effective
avionics specifications ard high-Quality hardware
Principa)l among these practices 1S the Atrlines Flectronic
Engineer1ing Committee’s open forum process, the use of
torm fit, ana function specifications the use of
marketplace forces the application of warranties ang
data exchange within the Avionics Maintenance Conference
It describes some of the maj .~ elements of these practices
and exo ores their potential impact on competition
profit reliability, maintainability and )ife-cycle
costs The possible application of commercial avionics
acquisition processes to the military environment is
reviewed 76/00/00 77437348

UTTL The reliabiltity and costs of RAF avionic eqJipment
A/OQUTY, P A PAA  A/{RAF London, England) in
Symposium on Equipment and Systems Design for Minimum Cost
of Ownership, London, £ngland March 16, 1976

Proceeaings (A77-22751 08-83) London, Royal Aercnautical
Society 1976 13 p Dtscussion, g A1-A10

Reliapitity and maintainability reguirements as related to
the ownersnip costs of RAF avionic equipment are
atscussed Particular attention 15 given to COSt SAvings
from improved reliability oOf aircraft to savings from
inproved reliablility in avionic systems, ana to
maintainability actions to raduce cost It {s suggested to
reduce the increasing dominance ot maintenance costs,
which woutd result in freeing funas for the continued
purchase of naw eguipment 76/00/00  77A22752

UTTL  EMP hardening of aircraft by closing the
points-of ~entry

A/MORGAN, & € PAA  A/(Roc' wel) Internationa)l lorp
Anaheim, Catif ) In Inter ational Symposjum on
frectromagnetic Compatibility, San Antonio, Tax QOctover
7-9, 1975, Recorda (A77-15401 04-32) New York, Institute
of £lectrical and Electronics Engineers Inc 1975, p
3Al101-3A11d8

EN® (electromagnetic pulse) couples radio frequency energy
into aircraft cables by a series of Interactions with the
total system 1In & series of trade studies it was
concluged that to harden the C-130 aircraft against £MP,
1t would be most cost effective to begin by closing thy
potnts of entry Into the fuselage It was indicated that
%15 wOuid g uvIow (e Preatest benefit 1n improving
nardness with the least offect on cost, waipght,
reltability, and matntainability A detatled i1nvestigation
was begun to tdentify all the points of entry on the
C-130, 8nc to devise ways to Close them This paper
presents pretiminary results of this investigation
TR/00/00  77A15408
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UTTL A critique on third generation ATE experience
A/WILLIAMSCN, ¢ H PAA A/(Ceneral Dynamics Corp
€lectronics Dtv , San Diego Calif ) In Automatic
Support Systems Symposium for Advanced Maintarnabrlsty
westbury, N Y October 28-30, 197% Conference Recerd ¥
(A765-45601 23-62) New York, Institute of Electrical and
Electronics Engineers, Inc 1975 p 223-226

A thirdg generation ATE the Hybrid Automatic Test System .
(HATS) 15 based on the use of universal

stimulus/measurement techniques andg minicomputer sof tware

to reduce the amount of station hardware, the use of a

programmable tnterface to reduce the number and complexity

of adapters required, and the use of an Englisn-like

programming tanguage whict permits on-1ine program

generation and debug The experience with nine HATS

currently used for Test Program Set (TPS)} development

shows that the on-station time required to debug & progran

has been appreciably reduced by on-line prograrming and

that 1nteractive programming has reduced the developr ent

costs of TPS The problem of an excessive relay failure

rate during HATS development was soived by developing a

dynamic screening test for relays and providing self-test

sof tware to 1solate the fatleo relay 75/00/00

76445631

UTTL Techmigques tor achieving low cost strapdown
navigation

A/GILMORE, U P B/MCKERN R A C/MUSQFF  H PAA
c/(Charles Stark Draper Laboratory [Inc , Camoriuge

Masz ) In INTERCON 75 International Conventton and
Expostticn, New York, N Y . Aprii 8-10, 1975, Confe ence
Record (A76-11826 02-33) New York Inst tute of
Electrical and Electronils Engineers, Inc , 1975 p 1
35/3-4 35/3

Accurate, reliable and less vulnerable radto navigation
systems (GPS, OMEGA DME and LOPAN) nave been forecast for
the early 19805 This radio navigaticn capability permits
a reformation of the INS implementation tequirements from
those of stang-alone navigation to that of high-bandwidth
arding of the radio navigator Use of low COost 5trapdown
technology 10 this appltcatton area tcecomes very
attractive Modularity concepts in both hardware and
software are presented as a dasis for achieving such a low
cost goal This paper presents a datailed System concept
showing how to implement a strapdown SyStem in the
high-pandw1dth aigding problem and how to integrate all of
the conventional 1nertial-avicnics subsystems 1nto a
unified strapdown system 75/00/00  76A11842

UTTL Maintain.aility payoffs guring weapon-system test -
The value of appropriate testing

A/NELSON, J R PAA  A/(Rang Corp Washington, O C )
In  Annual Reliability ang Maintainability Symposium
washington 0 C January 78-30 1975 Proceedings
(A75-44202 22-38) New York Institute of tlectrical ang
£lectron cs Engineers, Irnc 1975, p 26-22

A summary of lessons learned from a decade of experience
in examining developmental and operational fialy tests of
aircraft weapon Systemes is presented An approach to
reconclle design-to-cost and iirfe-cycle cost in the
centext nf maintainability payoffs during seapon-systom
test 15 discuss:d 75/00/00  75A44204

UTTL tLessons learned through a MIL-$TD-1553 time Jdivision
multiplex bus

A/EOOSE E F PAA  A/(Mitre Corp Bedford, Mass )

In NAECON ‘75, Proceedings of the National Aerospace and
Electronics Confarence, Dayton, Chio Junae 10-12, 1975
(A75-37623 18-01) New York Institute of Electrical ang
Erectronics Engineers, Inc , 1975 p €34-641

An exper imental time division multiplex bus derigned and
bullt 1n accordance with the MIL-STD 1553 standard is
described It consists of a controlier bus controller
interface uNIt  transmission meuium, and two remote
terminals A new design feature 1S the use of a
microprocessor for timing and contro) functions in one Of
the remate terminals The discussion covers the spectrum
of the signals found cn the bus, transmission medirum
charactertstics, the partitioning of a remote terminal

the microprocessor tn the subsystem interface unit signal
congitioning at the subsSystem interface, and cansidate
areas for furtr r investigation  75/00/C0 73437705 ¢

UTTL Reliabtlity ang the cost of ownership

A/PROCKTOR, 1 M PAA  A/(British Airways, Ltd , Luton
Atrport, Beds ., England) Irv  Symposium on the
Application of Electrical Control to Afrcraft Propulsion
Systems, Lonaon, England, February 20, 21 1974,
oroceedings (A74-43201 22-28) London Royal Agronautical
Society, 1974 8 p

Tho present work discussas in genaral terms soma of the
problems arising in the maintenance of aircraft and
suggests guidelines for the disciplines of reliability ang 2
maintenance control After certification of aircraft ¢

1S vital that feeuback Of operators experience and modes

of failurm shoutd continua This demends =n 3de5uiC

system of recording analyzing, and regucing information g
to data Route faults 1ccation must be expeditious, and
diagnosis within the capability of the average
masntenance man Because of the many interfaces of
components and systems, System interrogation is required
rather than checks on individual boxes 74/00/00
T4A43208
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UTTL The role of electronic displays n future avionic

systems
A/MCKINLAY w H B/BRAID U M C/MATTHEWS, M AV
PAA C/{Ferranti tta Hollinwood Lancs , Englana) In

The future of electronic displays, Proceedings of the
Joint Symposium, tondon, England February 23, 1972
(A72-32631 15-02) London, Royal Aeronautical Society

1972 13 p

Discussion of the state of art, and of present and future
trends in electronic displays, and assessment of their
expansion potential in avionics Systems An effort s made
to achieve a perspective in which electronic display
technology s related to other technologies which have a
bearing on 1ts adention 1n real rystems Soecial attention
18 given to computer driven displays, or displays used 1n
systems based on digital data exchange 72/00/00
72432635

UTTL Acguisition and recording an AMX A/C  Aeritalia
experience and present trends

A/CATTUNAR S CORP  leritalta S p A Turtn (Italy)

¢SS (Flight Test Development } Presented at the
furopean Telemetry Conference Ai1x-en Provence, Francs
1487

Evperimentation with the BUS 1553 B as the active link for
all avionic navigation and armament equipment 1n an AMX
prototype AO3 asrcraft is described The systen allows for
acquisition ¢f 256 parameters from transoucer and analog
sources Two different acquisi*ion techniques through a
PCM (pulse code moaulation) acquisition system and
directly on a mar 2*3C tape recorder are used The
results of the experimentation helped in developing a unit
allowing for constdersble savings in track usage
ETN-89-95217  87/00/00  90N12598

UTTL The B-1B central integrated test system expert
parameter systems

A/MONTGOMERY, GERARD U CORP  Aar Force Jraight
Aeronautical Labs wright-Patterson AF8 OM In
Colorado Univ , Proceedings of the Air Force Workshop on
Artificial Intetligence Applications for Integrated
Dilagnostics p 388-393 (SEE NB89-14740 06-63)

The B-1y, Central Integrated Test System (CITS) provides s
comprehensive on atrcraft giagnostic capability and
records approximately 19,600 parameters The B-1B CITS
Expert Parameter System (CEPS) is an initiative *o 1mprove
B18 giagnostic capabilities by applying expert system and
data analysis techniques to the in-flight recordedg data
The manner in which CERS enhances 8-1B oh andg off aircraft
dtagnostic capabilities and reduces faise alarm, can not

guplicate and re-test okay accurrences will be presented

The CEPS capabilities will be discussed and an ocverview of
the accomplishmants and status of the CEPS program will be
given This paper wtil 1llustrate the applicabslity of the

8-18 CEPS concepts to otner ertsting and future weapon
systems The ability to reduce future weapon System
buiit-in test requirements through the use of on-a rcraft
fxpert systeoms will be aiscussed along with the rieed for
a ground based diagnostic system 87/07/0C  89N14T63

UTTL Design for interoperability (interchangeability)
A/KGNOMOS, GEORCE CORP  Air Force Vrignt Aercnautical
Labs Wright-Patterson AF8 OH in AGARD, The Design,
Develapment anad Testing of Complex Avionics Systems S p
(SEE N88-23787 17-06)

Intaroperability of the various elements used tn a system
13 the design property which allows the intermixing of
elements from various sources (manufactures) without any
impact 2n the performance of the system or the operational
hardware Here, the line replaceable module approach 1s
discussed This 1s 2 new approach to avionics where a
processor module is a 6 inch by 6 inch plug-in board with
processing power many times higher than that of older line
replaceable unsts 87/12/00 88423789

UTTL Development and testing of a predictive methodology
for optimizetion of man-machine srnterface in future
avionics systems

A/PARKS, ROGER E CORP  Textron Bell Heltcopter Fort
worth, TX C€5$ (Advanced Human Factors System Deszign )
in AGARD, The Design, Development and Testing of Complex
Avionics Systems 9 p (SFE N88-2376 17-06)

The *rend toward increasing comglexity and Gost 1n
emarQing avionics systems driven by requirements for
incressed functional capability has created a need for a
precictive analyttca’ methodology which accurately
forecasts system performance early in the design process,
and treats the human operator and tr: eguipment as a fully
tntegrated man-machine Systes A4 methodgology that meets
these necds has been developed and validated by Bell
Helicopter Textron The process 1s being use- to p-ovide
early, accurate avionics system characterization, trereby,
regucing design costs 87/42/00  88N23780

UTTL A structured approach to weapon system design
A/MALLEY 4 M B/JEWELL N T, C/SMITH R 4 €
CORP  EBritish Awrospacy Aircraft Groun Preaton (Faaland)
€55 (Military Aircraft Div ) In AGARD, The Oesigrn
Daveiopment and Testiag of Complex Avionics Systems 12 p
(SEE NRE-23767 17-06)

A structured approach to tne design of highly integrated
weapon Systems of the future is descridbed The approach
was used in the design of the avionics system for the UK
Experimental Aircraft Program (EAP) demonstrator aircraft
Brief descriptions are given of the EAP systems, the main
Systems gasign 10015 uSed, the activitias carried out
Guring the systems design process and the management and
€ONtro) procedures adopted A saries <f observations
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nighlighting some of the findings of the project and
providing pointers to the design of future weapon systems
15 given 87/12/00 88N23773

UTTL Avionics acgqussition trends and future approaches
A/LONGBRAXE RONALD B CORP Aeronautical Systems Div
wright-Patterson AFB, OH €SS (Drrectorate of Avionics
Engineering ) In AGARD Flight vehicle Develogment Time
and Cost Reduction 11 p (SEE N88-20173 12-81)

YThe cJrrent and future direction of the U S Arr fForce
avionics 15 discussed While the paper discusses primarily,
tactical asrcraft aviomics the find.ngs and conclusions
are applicable across USAF systems The paper covers the
acquisition methodology the background and trends of
avionics ang future approaches The bisic influencos aro
operational needs, avariabtlity survivability, available
technotogy cost and scheaules The challsnge s to
provide effective avionics in a budget constrained world
To accomp)ish this reguires emphasis on providing
performance to counter the threat, flexibtlity for diverse
use and bas’'ng, COSt and schedule realism, and systems
capable of being upQraded through planned growth as the
thr eat changes It has been shown that the 5 to 10 percent
mprovements in performance can 1NCrease the cost 20 to 50

percent therefore, sufficient and not best performance
should be the goal While tmitial ac@uisttion cost s of
concern, life cycle cost 15 even more important To weep

l1fe cycle costs down and have un effective system during
combat, maintenance concep*s need Serious attentich To
accompl 1sh these objectives the discrete avionics systems
of the past must De replaced with integrated aviomies
responsive to crew needs 1ncreasina threats and fiscal
constraints Future needs will cause continued ncreases
.n avionics cost The use of new technologies rew
avionics system integration ang architecture techniques
use of common hardware nodular and reusable sof tware and
improving the environment 1n which the avianics must
operate can control tre li1fe cycle Co5t Of avionics while
meeting naeds of future systems 87/09/00 B8N201B4

UTTL 4An evaluation of perceptions of form fit function
(F3) standardization on the Standard Inertial Navigation
unrt (STH INU) program
A/ROSENSTEEL, THOMAS € CORP
wraight-Fatiers~n AFB, OM ~$5
Logristics )

This study compered parceptions on F3 standardrzation by
the Avionics Stacgardization Acquisition community and the
User Avionics Scandardgization ACGQUisSiItion communt’y
focusing on the S$TD INU Program and the subset of the two
acquisition conmunities which worked with the STD INU
Prograr A survey addressed perceptiont on the effect of
F3 standaidization on acquisition £osts logistics support
costs mission avairlap,iity tha inertial industrial base
npew tecnnology 'nsertion reliability and achieving
Program Management Directive objectives, tre costs ana
penefits of FI standardization and whother or not tha
benefits outweighed the costs, etc The most aften
montioned benefi1ts were reduced 1091511CS SuppOrt costs
1ncreased force readiness and redgucend acquisition costs
The most often mentioned costs were constant confrguration
changes, 1ngreaned integration costs and numerous
atrcraft interface requirements About half the survey
partizipants recommended standardizing at a lower level

1 e , moduiar standardization for both the ring laser
gyro ard the ne«t generation STD INU Programs

AD-A188955 AFIT/GIM/LSY/B87D-1 87/12/00 BBN13446

Arr force Inst of Tech
{Schoul of Systems and

UTTI  Supportability in avicraft systems through
technology and acquisttion strategy applications

A/HALEY, DEBRA L CORP Arr Force Inst of Tech
Wright-Patterson AFB, OK €S5S  (Schowl of Systems and
Logistics )

The smporiance of high reliability systems tn tne national
defense strategy of force multiplier 1s paramount
Currently, the Air Forca has adopted Rh1iabrlity ang
Maintainability (R&M) 2000 as a managemedt policy to
achieve high reliabiiities However there are few methcos
baing 1mplemented which can improve the measures of
rel1abtlity One method used with success by satellite
systems 1s the use of expensive but highly reljable class
S @lectronic parts as opposed to the class B parts used in
avionics and ground @lectronic systems A method for
geternmiring the 1mprovement of Systems’ Mean Time Between
Faitlure (MTEF) was developed Adgcitionally the impact of
improved system MT8F along with higher acquisition costs
as a result of using class S parts was analyzed in a life
cycle cost modge) Results obtained 1n this ressarch
indicate that class § parts have the potential of
significantly increase MIBF while &ctually lowering )ife
cycle costs Recommendations for follow-on research are
gtven

AD-A186465 AFIT/GLM/LSM/875-30

87/09/00  8BN15759

UTTL Design principles and practices for impliemertation
of MIL 5TD-1760 in aircraft ano stores

A/LAUTNER, D £ B/MAREK, A J . C/ORUM W M
D/FERNANDEZ R R CORP LTV Missiles and Electronics
Group  Dallae  Tx €55 (Missitas Div )

The trends in weapon systam designs (aircraft and stores)
has resultad in a growing concdrn over the general
proliferation of aircraft-to-store electrical interfacing
requiremants and the resulting high cost to achieve
interoperability batween aircraft and stores MIL-STO-1760
was propared to reduce the atrcraft/store aelectrical
integration problem by specifying a standard electrical
interface between atrcraft and stores The stangarg
electrical (nterface is based on 1 ognized trends in
store management systems which use ,u. 13l dtgitat
transmission for control, monitor, and releaseé of stores
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This repoit deais wrth the nrteroperabilrty requirements
as gescridbed 1n MIL-STD-1760 and s intended to be an arcd
to understanding and meeting the requirements for both
current ang future weapon Systems In general this report
provides the following (1) An avarview of MIL SID 1760
requirements  oxclusions and futute growth provisions (2}
Detai] design considerations applicable to the Aircraft
Stetion Interface (ASI)  (3) Detayr) des'gn considerations
applicabie to the Mission Store Interface (MSI) (4)
Arrcraft/Store Physical Des gn Considerations (S} A
commentary on the requirements in MIL-STD 1760

AD-A143724 REPT-3-52110 6R-128 87/06/00 88N10027

UTTL  Atrcraft e.ectromagratic compatibility

A/CLARKE CLIFTON A B/LARSEN, WILLIAM £ PAA
8/(Federal Aviation Administration Moffett Field Calif )
CORP  Boeing Commerciat Airplane Co , Seattle, WA
INustrated are ajrcraft architecture electromagnetic
interference environments electronmagnetic compatibilty
protection techniques program specifications, tasks and
vartfication and validation orocedures The environment of
400 Hz power, electrical *ransients and ragio frequercy
filelds are portrayed and related to thresholds of avionics
Jlectronics Five layers of protection for avionics are
defined Recognition 1s given to some present day
electromagnetic compatibrlity weaknesses and 1ssues which
serve to reemphasize the importance of EMC verification of
equipment and parts, and their ultimate EMC validation on
the atrcraft Proven standards of grouncing, bonding
shielging wiring angd packaging are laird out to help
pravide a foundatson for a comprehensive approach to
successful future atrcraft design and an understanding of
cost effective EMC 1n an arrcrafy settin,

NASA-CR- 181051 NAS t 26 181051 COT/FAA/CT 36/40 D6-53840
87/06/00Q 87N23856

UTTL Some developmert trends tn light ground attach
aircrafe

A/TCNINT R B/AVAGNINA, G M C/LOVACOND €
D/BRAGAGNOLG N PAA D/(Aeritalia S p A Caselle
Torynese Italy ) CORP  Italian sir Staff Rome in
AGARD Improvement of Combat Performance for Existing ard
Future Arrcraft 16 p (SEE N87-22663 16-05)

The deve'opment of a light bomber attack arrcraft AM-X
15 discussed SpecHrfic design requirements and cost
effectiveness, a mission effectiveness modet
effectiveness trageoffs weapon sSystems and avionics sre
among 2 topics surveyed 86/12/00  BIN22666

UTTL Aviomics standardization
recommondations

A/FURRU U A CORP  A1r Force Inst of Tech

wright Patterson AF8 OH €3% (Schoo!) of Systems and
Logistics )

Thys research effort reflects the cerceptions and
attitudes about avionics standardizattion by some members
of the acquisition communtty A1l of the interviewees were
knowledgeable on the subject of and many nad extensive
expgrience with avionics standardigation They eirther
were currently working or had previously worked with
avionics standargization The analysis retlects some of
the attrtudes about the policies and procedures of
avionics standardizat.on and the role of tie Deputy for
Avionics Control 1n the process of standardization The
analysis also includes recommended chdnges to the current
process of standardizing avicmics equiprment The result of
the research effort $hows that the acqQuisition community
has not accepted avionics stangsardization for a nurber of
reasons

AD-A1Gt709 AFIT/GSM/LSY/855 11

Perceptiuns and

85/09/00  86N20388

UTTL  Navy should join the Air Force and drmy preogram to
develop an advanced i1rtegrated avionics system CORP
General Accounting Oftice Washingtoey, DC css
Natrone) Sacuraity and Internationa’ Affairs Div )

Modern technology should sLon enable separate avionics
systems 10 an arrcraft to be consolidated into a single
package to conserve SDace, Save weight, and reduce Costs
The report points out the potential benefits of avionics
consolidation and recomments the Navy join in a
demonstraticn program now being conducted by, the Air force
ang Army t0 exploit such benefrts
PBEY-222503 GAO/NSIAD-B5-94 B-215379

85/06/17  B86N17224

UTTL Avionics andg civi] arrcraft systems
and the future

A/LABORIE J P CORP Societe Natiorale Industrielle
Anrgsvatiale Toulouse (France) CSS (D1v  Avion )
Presented at GIFAS Semaine Aercgsmastiale Franczise de
Conf Tech Madraig 12-15 Jun 1984

The technological progress i1n the design of avionics
systens from the Concorde to the Airbus family is
describad Tha weight reduction COSt advantages and gase
of maintenance abtained with numerical technigues and
laser gyros are discussed The ergonomic advantages
introguced with the extensive use of Cathode ray displays
are po nted ou* The design trends for the AZ10 andg ionger
tarm evolution are eraningd

SMTRL g ese ezt 53,01 18

The presont
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UTTL Avioni,s data base

A/MCGOWAN, J B/WON, C J . C/VAMETTEN, D CORP
Applied Systems Inst Inc washington DC

This documeni §s a compendium of data for U S commercia?
RVIONICS equipmen* produted by 61 manufacturers It
contalny data for the Air Transport Associatson (ATA)
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Specification 100 categaries of auto flignt

communicatrons ndicating ana T!CQP(""Q ang navigation
as well as for antennas and couplers For each prece of
equiprent the following 'nformation has been collected
technical specification pPrice technical stanagard order
number, ATA Specification 100 code and manufacturer name
adar ©ss, and phone number In addition to this eport the
data 15 avaitable in machine readatle form compatible with
the IBM personal computer with R base 4000 Cata dase
Management System
AD-A152415 FAA-APD-85-4

85/01/00  85N27863

UTTL Some aspects of how to design cost-effective flight
control systems
A/BUTTER U B/BOTZLER L care
Messerschmitt-Boelkonr Blonm G m D H , Munich (Germany

R ) CSS ftAyrcraft Div ) In AGARD Cost Effectrve
ang Affordable Gutgance and Control Systems 14 p (SEE
N85-26638 16-01)
The design ot flight control systems for fighter aircraft
18 discussed with respect to areas which contribute to
minimiziry li1fe-cycle costs As lifa cycle costs 1nTlude
al)l costs accumulating auring the wvhole life of the
system all phazes from the design to in-service use are
considered Any structural andg technological design
fectures that are i1ntroduced to sSave COsts during system
operation and maintenance !equire additional development
effort Therefore the axpected cost benefit hasy to be
balancea against the developnent rffort invested 1nto the
System to achieve a cos*-effestive design 85/02/00
B5N26G39

UTTL Ratiability predictions for my)itary aviomics

Royal Signals and Radar Establishment relfabrlaty
prediction method no 250 CORP Royal Signals and Radar
Establ tshment Malvern (Englanag} €SS [Relrapility ana
Environmental Engineering Section )

A prediction model for military avionics applications 18
months atter an aquipment is first 1ntroduced, 15
presented  Jase component failure rates with maximun
stress lavels are presented Factors influercing avionics
reliability are outlineg

BR69221 77/09/00 85N22388

UTTL Standard Attitude Heading Reference System (SAHMRY)
full scale development program

A/BALHMAN, K L CORP Naval Ar Davelopment (enter
warminster PA In AGARD Kelicopter Guiidance and
Control Systems for Battiefield Support 12 p (SFE

N85- 16797 08-01)

There 15 a recognized nged within the military services
tor reliable 10w cost-of-ownership Attituge Heading
Reference Systems (AHWRS) capable of operating for evtended
periods J1thout the need for calibration or reaularily
schedguled mainterance In recognition of this need the
military services have embarred upn a joint s'ryice full
scale engineerirg developmert program to provide a
Stangard Attitude Heading Reference Svstem (SAMRY)
uttliz.ng strapdown technology for a multiplicity of
rotary andg firxed wing nlatforms System design concepts
and performance Charzcteristics are desct ibed Procuremrent
and schedules are aiso discussed 84,08/00 85N16804

UTTL Design for Tactical Avionics Maintarnability CORP
Adviscry Group for Aerospace Research andg Qevelopment
Neutlly-Sur-Seine (France) Conf held 1r Brussels, / 10
May 1384 ANN  Advanced methods and tools to support
design for avionic maintarnability ana testabirity, arae
discussed Both hardware and sof tsare design for
maintainability iIssues and approaches are addressed For
tnchividual tities see N85-16732 through NB5-167%6
AGARD-CP-361 1SBN-92-835-0366-10 AD-A+49199 84/10/00
B5N16731

UTTL Intreased joint avionics standardization could
resutt v wajor econcmies and operational benefits GORP
General fccounting Office Washington, DC Css o
Naticnal Security and International Affairs Div )

This report discusses the Deparrment of Defense’s efforts
to standardize tact cal avionics Subsystems and the need
10 provide better support for these activities The
objective was to 10ok at the progress made 1n
standardizing core avionics subsystems by the Joint
Servizes Review Committee for Avionics Compononts and
Subsystems Top management COmmitment must ba enhanced andg
funds must bo allocated to projects expected to provide
major ¢ost-suLving and operational benefits The GAQD
~econmends to  establish a manageaent structure for
standsrdization that includes a high-level sponsor
accountable for supporting the JSRC prograns through the
budget procass determine whether funds for fiscal year
1984 and¢ subsequent years should ve reproyrammed ‘0 ansure
that joint standard avionics systems sponsored by JUSR(L are
davaloped and available when needed to meet cangidate
atrcraft installation schedulss, ang astablish a dedicated
budget lina item for joint avionics programs The DOD
agre.s ~1th the first two recunmendations but does not
agree with the tast anm

AD-A145730 A(-F300467 GAOD/NSTAD 84-127
85N10945

84/07/10

UTTL  Quantum Teap v~ avionics

A/CANTRELL W € CORP  Genaral Dynamics/Fort Worth, (X
Proc held in Dayton, Ohio, 30 Nov - 2 Dec 1982 In ASD
Proc  Papers of the 2nd AFSC Avignics $ta Conf vol 2
P 999-975 (SEF N84-31165 21-06)
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Current standardrzatson levels in such programs as the
F-16 are providing banefits ot productivity and growth
that have veen significant 1n the success of that program
The eveor - 1ngreasing drive to pe, Formance, multl usw
systems and diverse weapons has heavily taxea current
aviome resources In agdy?ion  the duta transfer
requirement 1s complicated by tre high spees data flow
toat modern computers both feed on an produce by multiple
source-muitiple destination video distribution
reguirement, the nced to self-test the system to lower
tevels and the desire to dynamically reunnfigure from o
fairlure tortunately the technology to achieve solutions
to these new prod'ems 15 evelving *n the ViSIC and fiber
OptICS L-0grams so0 that 1t is possible to rearchitectute
the system at the module level as opposed to the LRU

level Module level standardization sround a small number
of types allows a large number of system level
corbinations while achicving econonies of scale at the
moduie tevel The usual objection to standardization
1t freezes 1nnovation s avoided by technology
transparenCy provisions while at the same time ths
objection that standardization obsoletes the present s
avuided by downward corpAtibility provisions Landgidates
for standardization in this approach nciuds bus

nte:s taces the system network mocdules ari racxs

that

AD POO3584 82/11/00 B84AN31189

UTTL Standard avion:cs software The fLture strategy for
cost-effective avionics

A/STRAUB, £ C CORP  Arinc Research Corp Annapolss
MO Proc "eld 1n Duyton Omo, 30 Nov - 2 Dec 1982
In ASD Proc Papers oF the 2ng AFSC Aviomics Sta Cont
Vo' 2 p 927-945 (SEE N84-J1165 21-06)

This paper reports an ARINC Research Corporation’s work in
developing and evaluating sof tware acquisition
alternatives for the USAF‘s Multi-Modge Racar program
{since renames the Multi-Role Radar~ (MRR) Program)
Although the paper reflects work accomplished for that
program the approach taken could be usea for any

sof tware-ntensive avionics program where several aircraft
are 1nvolved ard for which most of the software and
nardware might te comron The work was sponsored by Air
Force Systems Commana’s Deputy for Reconnaissance and
Electromic warfare, Aeronautical Systems Division

(ASO/RW} The paper assesses the applicability of current
radar technology and production programs to an MRR
Jiscusses gurdance prov'ded by eri1s*ing and proposed
policies ODirectives and Standards examines the
operational cost schedule risk  supportability
management aspewts of three software development
alternatives and ajdressas the use Of the ASD/ACCH
software cost estimating model to analyze sof tware
(developmant COSts Software acquisition alternative
results are prosented
AD-PQOISB2 B2/ 11/00

ard

84AN3t187

UlTL  Faver
rmultiplexing
A/SPENCIR U L

optics for the future - wavelength diviston
CORP National Aegronautics and Space
Administration  tangley Research Center Hampton VA
Proc neld in Daytor, Ohio, 30 Nov - 2 Lec 1982
Proc fPapers of the 2ndg AFSC Avaonmics Std  Conf
© 871-888 (SEE NB4-31165 21-0v)

Optical wavelengtn division multiplexing (WOM) svsiems
with signals transmitted on different wavelengths throunn

In ASD
vot 2

a single fiber can have increased information capaCtty
and fault solation properties over sirgle wavelength
optical Sys.tems Trys paper descrioes a typical WDM
system The applicability of future standarus to such a

system are discussed Also, a state-of-the art survey of
optical multimode components which could be used to
implement the system are made The componants to be
surveyed are scutces multiplexers and detectors

Emphasis 1s given to the demultipleser technmiques which
are the major deveiopmental components 1n the WOM sys em
AD-POO 3579 82/11/00 B4N31184

UTTL Proposed MIL-STD tor avionics installation

tnterfaces

A/SCHOPF G CORP  Aeronautical Systems Dy

Wright-Pattat son AFE OM Proc held 'n  yton Ohio 30
Nov - 2 Dec 1982 In its Proc Papers of tne 2nd AFSC
Avion.cs $td  Conf Vol 2 p 861-870 (SEE N84-31165
21-06)

Thts paper describes the Miit*ary Standard (MIL-STD) now
n development for avionics installation interface
standardization Originally based upon the interface
standard used by the commercial airlines, this new
MIL-STD no«s extensively revised, 18 scheduled for
coordination at the end of 1982 The background which led
to the devalopnant of the standard includes on analysis of
the benetits expected to result from its application, the
relationship Detween *his standard and othar military
standards, and ile simitarities botween this standard and
the commerctal (ARINC 600) standard The open forum
approach using maximum industry participation was used
extensively over a two-year period to produce the
documant  The technical hignlights of the stancard
including wetght and power dissipation limits,
environmental requirements and LRU form factors ara
presented A "ew electrical connector, which also serves
as A hold-down device, 15 a ey element in the design
approach Air fForge plans for implemantation of the
standard a~e aimed primarily at new airframes and major
avionics updates of existing airframes Also, those
avionics subsystems being devoloped for multiple airframe
application are prime candidates

AD-POO3578 82/11700 B4AN31183
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UTTL Qptiers and opportumities for Standards A
NATD/AGARD viewpoint

A/SHEPHERD, J T , B/URBAN, L U CORP  Margon:
Avionics Ltd Rochester (England) Proec held in
Dayton Omio, 30 Nov - 2 Dec 1982 tn ASD Proc Papers

of the 2nd AFSC Avionics Stu  Conf
(SEE NB4-31165 21-06)

This paper presents a summary of the findings of AGARD
working Group 06 TYhis working group was established to
consider Dystributed Micro Processor Applicatton to
Guidance & Control Systems The results of this Study are
presented tn AGARD AR-178 0One of the arcas consideéred by
the work 1rg group was Optioh and opportunities for
standards and 1t ts this area that is betng considersd 1n
thrs paper It should te emphacized that this document is
not intended to sungest aefinitive Ztandards or even to
state categorically that any given standard should be
developed Rather {ts intention 15 to focus atiwntion upon
the need for standarsds and to point cutl areas where
opportunities exist for stanuardization As will be seen
from the provious 5ections in this report there 1s a vast
proliferation in hardware and software When systems are
developed they oftaen produce unique hardware and Software
such as operating syStems, executives high leve)
languages etc Since the life cyclo of atrcraft cystems
1S at lwvast twenty years from conceptior, 1t could be as
much as thirty years after the initial gesign before the
systems are fin~lly phased out This makes it almost
impossible to maintain avionic systems 1n the later parts
of their life cycle

Vot 2 p 8a3-859

AD-POO3577 82/11/00 84ND21182

UTTL Concepts for LHYX avionics

A/SMITH, R 8 CORP Army Aviation Center, fort Rucker,
AL Proc held in Quyton, Ohic 30 Nov - 2 Dec 1982

In ASD Proc Papers of the 2nd AFSC Avionics 5td Conf
Vol 2 p 815-819 (SEE N34-31165 21-06)
LHX s the acronym for a family of light, highiy Capabie

arrcraft intended for operational
battie well beyons the year 2000 They wil) be capable of
operation in a wide variety of adverse environments on a
vary hostile battlefield (lasers and othar directed energy
weapons will be commonplace) Accordingly the conceptual
designs being considered are aa~y different from today's
helicopters Gne ~ajor thrust 1s toward automation of crew

use in the airlana

duties, with a qoal of achieving single pilot operation
AD-POO3575 82/11/00 B4N31180
UTTL westingnouse uses USAF-developed standards

A/SMIMAN C S CORP  wWestinghouse Defanse and

Electronic Systews Center Baltimore, MD Proc held n
Dayton, Onio, 30 Nov - 2 Dec 1982 In ASD Proc Papers
of the 2nd AFSC Avionics Sta  Conf vol 2 p 753 765

{SEE Ng4-31165 21-06)

westinghouse has applied digital standards advantageously,
for the U S A r force on i1ts latest weapon systems At
present westinghouse 1S applying MIL-STD-17504 (1SA),
MIL-STD- 15898 (JUOVIAL 73 HOL) and MIL-STO-15530
(multiplex busing) to three major programs B-18 Offensive
Radar System Improved AN/APG-66 Radar for the F-16 ang
AFTI F-16 Electro-0Op*1cal Sonsor/Tracker Westinghouse has
gone one Step furthe- than the digital standards With

U S Afr fForte encouragement Westinghouse has a program
for maximum ragdar commonality among the B-18 QRS F-16C
and *he U S Army Sgt  Yory OIVAD Gun System Th's paper
wil]l cover Westinghouse’'s approach toward managing the
application of the military stanvards across multiple
programs with different prime contractors and services
addittonatly, the method by which configuration control of
standard module hardware (1 @ , rational standardization)
maintatned at Westinghouse will be discussed

AD-POO3BT2 82/11/00 84N31177

UTTL  Advanced cockpit-systems {ntegration
A/ROE G CORP  British Aerospace Public Ltd <o .

8rough {Engiand) €55 (Act Design Group ) Prov halg
in Dayton, Ghio 30 Nov - 2 Dec 1582 In ASD Proc
Papers of the 2na AFSC Avionics Std Conf |, Vol 2 o

695-717 (SEE N84-31165 21-06)

The present paper describes two major complementary
activities funded by the United Xingdom Ministry of
Cefense which are being undertaken at the Brough site of
B=itish Aerospace These stucies ar e addressing the
problem of pilots tack optimization and the overal’ system
architecture needed to meet the operational requirements
of the next tactical combat aircraft These activities are
the Advanced Cocvpit Design Studtes and the Tactical
Combat Afrcraft Avionic Demonstrator Rig The Advarced
Cochpit Studtes have been underway for some 6 years The
scope of these sStudies has been extensive, covering escape
system design, g’ alleviation techniques, advance pilot
ana equipment cooling techniques, information and control
tesk rationalization and the deveiopment of workload
predictton and measurement techn.ques The studies have,
after a number of {ig@rations culminated in tre

des 3lopment of A dynamic cockpit oOckup The studies
specifically related to the information andg control tashk
rationalization will be discussad in this paper in some
detail The Tactical Combat Atrcraft Avionic Deronstrator
Rig 1s presantly at the mid point of » 3-4 year
evolutionary design program tnvestiyating such topics as
total system integration, standaroization of tnterfaces,
affective sub-system Intar communication, graceful
degradation of tha svstem and improved maintenance
procegures The architeCtura being developed has a multy
bus hierarchy and impliments the data transmission
standgard 15538 for sub system to sub sSystet and bus to bus
communications
RPTH  £D-POO3B69

82/11/00  84N311T4
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UTTL Integrated testing and maintenance technologies
A/DENNEY R € B8/PARIRIDGE, My , C/WILLIAMS, R 8
CORP Boeing Aerospace Co Seattlae WA

Maintenance of weapon systems 15 becoming an increasingly
important corsidaration in weapon system development
because the cost of maintenance 15 a significant portion
ot the (1fe Cvcle cost of the syStem The objective Of the
Intey,rated Testing and Maintenance Technologies effort s
to det ‘ne requirements for an onhoard test system for the
avionic sutte ptanned for tacticaj fighters (n the 1590‘s
Problems with current onboard test systems were ana,yzed
to determine where ‘mprovements could be made In
addition, the anticipated aviontc architecture and mission
of the 1990’s were evaluated to determine the impact on
maintenance capatility Regquirements for the Integrated
Testing ang Matntenance Svstem ware develcped and
documented in a system specification Ident:fred
improvements over current systems include better filtoring
of intermittent farlure reports taetter 1s50.ation of
intermittent fatlures througn ti'e use of recorded data
more extensive use Of system level tests of mission
operational cata and a man-machine interface providing
more 1nformatioh to the maintenance technictan In
agaiton, artificial inte.ligence applications were
evajuatea to determine where they might be effectively
applied to JTM A design concept for a fauit
classification expert system was developed

AD-A138587 AFWAL-TR-82-1183 83/12/00 84N22528

UTTL Multibus Avionic Architecture Design Study (MAADS)
A/RICH, B A 8/HALDEMAN D G , C/STAUTBERG u L
O/WHALEN w P CORP  TRW Defense and Space Systems
Group Redondo Heach, Ca

The Multibus Avionic Architecture Design Stugy (MAADS)
evaluated projected avionic reguirements for tactical
atrcraft of the 1990s ang definec¢ an architectural
approach and design example suitadble for use as the
baseline for the Avionic System Integrat.on Demonstrator
(ASID ! System Definition project The architectural
approgch 1s mult) bus 1n nature including MIL-STD-15538
bus a h'gh speed bus, and a viceo bus System sizing and
timing estimates are provided Areas fo- potential future
standardization are sdentified

AD-A138226 AFWAL-TR 83-1141 83/10/00 B84N21546

LTTL Automated data base 1mpementation requirements for
the aviomics planting baseline, Army

A/SPERATO, M B/MEAD, R CORP  Arinc Research Corp
Annapolis, MO

The U 5 Army Avionics Rescarch and Development Activity
1INtends to establish the use of the Avionics Planning
Basel1ne-Army (APB-A) document as an important fecet of
the formal avionics planning process The APB-A was
dasigned to maintain maximum compatinility 1n both form
ang content w'th similar avoinics planning documents
published by the Air Force and the Navy This overall
compatibility should facrittate the exchange of
snformattion among the throe services for the
tdentrfication of avionics stangardiration opportunities
The first egition of the APB-A w.as the proaguct of the
cotlectton and manual assembly of avicnmics planning data
for current and future planned Army atrcraft into a report
format similer to that of the Air Forzce Av 2dnics P anning
Baseline and the Navy Aviomics Planning Base'ine This
techai1ca  report addressus the requtrements for
mpiementing an automated version of the Army avionics
data base compatible with existing Atr Force and Navy data
base architectureas and capahble of mecnanizing the
proguction of the APB-A The complete automatéec system
will be documented 1n a future report

AD-4195259 REPT-2846-01-TR-3062 83/07/C 84N18103

UTTL USAF (United States Air Force) avionics mac*ar plan
CORP Department ¢f the Air Force Washington, DC

This 15 the fourth annual USAF Avicnics Master Plan (AMF)
It 1s prepared Dy the Deputy for Aviontcs Control as
directed sn AFR 800-28, Air force Policy on Avionics
Acquisition and Support The purpose of the plan 1s to
serve as a gutde to tne avionics community, to focus
resources and energies on ¢owmon goals, and promulgate
s.rategies to move towarg the resolution of commor
problems Strong emphasis continues in the avionics
program areas Of tactical and strategic C3, electromc
combat arks target acquisi+ion/raecognition from the
standpeint uf improved near/mid term capability Programs
supporting these argas are proce.ding essentially as
greviously planned, with the exception of tactical C3
Sign1ficant changes are being planned in the approach to
achieving jam reststant communicattons The alternative
architecture to be selected (scheduieg for review ang
approvat 1n the near futura} could impact the JYIDS and
Marx XV IFF programs as well as SFFK TALK

AD-A125819 82/12/00 &3N29205

wire rowargs a veritable supervisor program for avionias
s0ftware

A/BRACON, G CORP Flectronique Serge Dassault, Saint
Cloug (Franca) In AGARD Software for Avionics 14 p
(SEE NB3-22112 2-01)

€xperience acquired 1n the development of equipment and
avionics software for the Mirage F1 and the Mirage 2000,
led to the gefinition of a software overseer lhe AIGLE
supervisor program 1§ oriented towdrg considering
mgthogologies and assists sn developing, maintaining, ang
tollowing the project It involves a group of

AUTH

RPT#

AUTH

AGS

RPT#

AUTH

AUTH
ABS

B-15

complementary operational tools which use a central dcata
pase and can then divida the information The integration
of official servire and the confort of man machine draiog
permits tmproved oroguctivity The essentia)l
characteristics of AIGLE 15 the automatic knowledge of
Quality control information and of project management
This permits validation Or proguction processes an
indispensable element 1n software certification

83/01/0¢ 83N22116

UTTL Advanced avionic Systems for multimission
applications volume 2

A/SMITH, L A B/BEHNEN, S W C/PRATT K O

O/MCCALL M 8 E/BOUSLEY R F CORP  Boeing Military
Airplane Devalopment, Seattle, Wi

This study produced system control procedures and
executive software design specificacrons for three
gifferent information transfer systems (ITS) each
designed to implement multimisston aspects cf an avionic
system The Stationary master 1s the best understood TS
ana has multimission advantages 1t tne applications
software 15 designed for change The non-stationary master
ts an excellent candidate for a pod-orientec multimission
application Twe contention access ITS = designed o pe
most flexible n terms of change, at the potential cost of
higher inttial integration checkout due to the
asynchronous nature of the communication A second task
was to design, develop and build a conpact version of the
DAIS executive that would function 1n a one processor
syStem and support only Syncnronous bus comrunicat.ons
This executive, calleg the Singie Processor Synchronous
Executive (SPSE) was tested and delivered to aFWAL The
primary goals of this task were to bufld a functionai
ereCutive that Maintains the DAIS
executive-to-applications interface Communicates on a
MIL-STD-1553A bus 1Is coded *‘n J73/1 Supports the aviomic
system load for an AMST or modern tactical fighter
aircraft Uses DAIS support software (LINKS ALAP

PALEFAC PALEFAC processor) and Requires substantially
1ess memory than the baseline DAIS executive All goals
were achievec

AD-A121/94 AFWAL-TR-82-1076-VOL-2 82/10/00 8uN12750

UTTL Development of avionics installation interface
standards

A/BAILEY S B/SULLIVAN N , C/SAVISAAR A CGRP
Arinc Research Corp Annapolis MO

This report summarizes ARINC Research Corporation’s
efforts under Air Force Contract FO4606-79-G-0082
“Standard Rack-Mounted and Panel-Mounted Avionics
Interface Concepts Anaiysis ' The persod of performance
w23 29 August 1980 through 15 June 198t The technical
areas agdressed wure tne analysis ana potentral
specification of rack mounted avioniCs Cochpit mounted
control panels, and panel-mounted 1nstruments Contract
tasks included conceptual studies of potential
configurations of a Standarg Avionics Integrated Control
S,8tem (SAICS) Tre results of the SAICS analyse. are
reported separately 1n SRINC Research Publt*cation
2252-02 1-2439 (ost Benefit and Faslure Criticality
Analyses Of *he Stangard Aviontes Integrated Contro)
System (SAICS) Concept, June 1981 The concepts analysis
prcject gescribed herein continues a contractual effore
ini1tiated by the Air force 1n 1979 to determire whether a
corprehenstive Packaging, Mounting, and Environmental (PME)
avsionics Interface standard would benerit Arr force
atrcraft Comprehensive fingings of that effort are
documented 1n ARINC Raesearcn Pubiication 1753-01-1-2124,
Standard Avionics ¥ackaging Mounting and Cooling
Baseline Study January 1980, which addresses thc
applicabiltty of commercial airlire avionics to military
arrcraft, the cost benefits associatest with Air Force PME
standards, and a possiblie implementation scenario with
recommended activities and schedules

AD-A116852 RLPT-2258-03-2-2477R 8 /08/00 83N11123

UTTL lntegrated control of mechanical system for future
combat aircraft

A/WILLOCK G W B/LANCASTER P & C/MOXEY ¢

CORP  Royal Atrcraft £stablisnment Farnborough (England)
., Britisn Aerospace Ai-craft Group, Warton {England)

In AGARD Tactical Afrporne Distributed Computing and
Networks 16 p {SEE NB2-17086 08-01)

Various technigques for the application of digital control
to atrgraft utility systems were investigatea It 15 shown
that the prefered anproach utilizes a number of
distributed processors and terminals that interface with
the utility components Analysis performed to data Shows a
waight saving of apprortnately 100 Kg (1 e 50%} and a
P1iot workload reduction of the crder of 4 1, may be
achievod in a twin engine compat aircraft 81/10/00
82NYVT1147

UTTL  Techniques for interfacing multiples sSystems
A/GROSS o P CHRP  SCI Systems [nc , Huntsville AL
Cata deoscribing the characteristics of a number of
B1rCraft multinlar <yatame wore 2o1laztng sng ootp ted
Althougn Atr Force atrcraft recetved priority, were
consiceration was also Jgtven t0 othar military and
commercial aircraft The F-16 B-52 QAS, YAH-6+4 F-18
F-15 ana ARINC 575 systems waere included MIL-STD-15538
was used a8 a baseiine for comparison The compiled data
was analyzed to determine pcints of 1ncompatibility
between these systems and a feasibility study was
rertformed tO 255933 possidle technigues to be used in
achieving bus compatidility A programmable inter’ace
mogute degign philosophy 15 recomnended which utilizes a
gdrstributed three-microprocessor artangement to achieve

P




. B-10
b4 the desired irterface compatibiirty The three-processor ang 1n Athens 10-1t May 1379 In AGARD Uesign to Cost
conept allows tnree independent software-controlled events and Life Cycle Cost 8 p (SEE N81-11902 02-81)
1O occur simultanecusly thus Rroviding an extremely high ABS Tho continually ingreasing cCost of avionics and weapons .
degree of flexibility both for exi1sting Systems and for systems between aquisition and their lifetime opération l
future growth are discussed Specific emphasis 15 given to the f
RPT¥ AD-A101457 AFWAL-TR 80-1223 81/02/00  B2N13135% following elements of life cycle costs, parametric cost \
enalysis, ana life cycle cost methodology 8n/07/00 N
BINY1924
UTTL A stancardg control display unit for multi-airceaft )
application -
UTH  A/SWANSON, R L 8/S5COUGTON, C R CORP  Collins Radio UTTL Design to 11fe cycle costs interaction of engine and
Co  Cedar Rapigs, 1A css  (Gove, nment Avionics Div ) arrcraft
In AGARD Tne Impact of New Gutdance and Control Systems AUTH  A/JONES, E U CORP  Ministry of Dafence., London :
on M1 Arrcraft Cockpit Design 10 p (SEE N82-13048 (Englana) In AGARD Tie Appl of Design to Cost ana f
04-01) Life Cycle Cost to Aircraft Eng 15 p (SEE NBO-31342 :
ABS Tha neod for standardization OF miritary hardware 1o wrli 22-01)
documented bOth within the US 30D ana NAT ABS  The aistribution of life cycie costs for a typical combat 3
Standardization 1SSuUes Pevol: = Lair by Around aircraft between airframe avionics and engine 1S v
interoperability logistics, ang ) fe-cyc'»> cost discussod Orstricution of costs for the aircraft between
advantages The i1ssue of standardization and 1ts development proguction inittial support and copération and ?
_uitabitity 1n the design of aircraft control/display support 1S compared with the Mmistribution for the engine y
units (COU) 1§ aadressed Potential benefit,, The effect of fleet size and service life upon the Vife
requirements, and remaining problems associated with cycle costs are indicated The large commitment of life
stangaraization of avionics control displays are cycle costs garly n the conceptual and feasibility phase
discussed [NCluded 18 a discussion of 3 COU that »s of the program 15 1ndicated The choice of engine 1s an
currently being produced which has many 0¢ the foatures example of this early commitment The relative effect of
considered essential to the ultimate standarg CODU the choice nf single or twin engine tnstallation of a
§1/08/00  BIN13054 aerated engine or the use ¢f an @xisting engine upon the B
engine 11fe cycle costs and the interaction with aircrafy
costs 15 giscussed The severe operating condit1ons for
UTTL  Actual versus simulated equipment for ajrcraft the engine of a combat a rcraft are reviewed ReduCed «
maintenance tra.nng Cost fmpsications C* the SuUpport costs are not expected to give a large fold return
incraemental versus the unigque device on extra engine development investmant 80/05/30
AUTH A/VESTEWIG R ¥ , B/EGGEMEIER, F T CORP Arr Force BON31344 :
Human Resourcos Lab . Brooks AFB, TX £S8S  (togistics M
and Technical Trawning Div } Fresented at the 23rd Ann
Meeting of the human Factors Soc , 1979 UTTL Standard avionics pa~kaging mounting and €ooling H
ABS Life cycle cost estimates ware deveiopad for use of baseline study i
simulated test equipment vs actual test equipment in a AUTH  A/BAILY 5 , B/JACKSON, A C/RUSSELL o D/SMITH  ©
maintenance training program of ths type used for current N D €/SULLIVAN N CORP  Arinc Research Corg
advancea fighter aircraft Previous 11fe Cycle cost Annapolis MO
comparisons had not exolicitly cor sidered the cost ABS This 18 the final report on a s*udy concerning the
implications of procurement and suppburt of a uniqua development of an avionics packaging, mounting, and
training device vs an inCremental device This effort environmental (PME) stanuard and an associatec
included the unigue vs the incremental uevice factor cost-benafi1t analysi1s The report compares miltitary and
Total estimated fifteen year costs for simulated eq.uiprent commercial airlines avionics generic standards to
trainers were significantly lower than comparable determine their techniCal wnd procagural gitferances and
estimates for actual equipment trainers The results tdentifies the changes ind waivers required when equipment
indicete that the cost 1mplication, of a unique device vs Duilt to the commercial airlines standards & ¢ procured by
an incremental device are ‘mportant determinants of both the USAF It also compares the functional and phystical
acquisition and support cost estimates and should be characteristics of certain military and commercial
considered fully in future 1ife cycle costing efforts avionics equipments and assesses the degree of uttlity of
RPT# AD-A102388 AFHRL-TP-81-17 81/07/00 81N31104 current commercial equipments for use n USAF airrcraft

The opinions of aircraft and avionics manufacturers
concerning a military avionics PME standard ang therr

UTTL Arrborn® Systems software Acguisition Engrneering SuQQEes*1oNs as to what the standard’s scope an
Gutaebook for application and use of the guidebooks applicabtlity should be are reported Alternative
(ceries cverview) avionics cooling procedures and technologies and the
AUTH  A/PARRIOTT L CORP TRW Defense and Space Systems concept of employing a separate environrental control
Group, Ragondd Beach CA system dedicated to avionics cooitng are reviewed A
ABS This guidebook serves as an introduction to the Alirborne tife-cycle cost payback model that agdresses the Impact of
Systems Software Acquisitiron Engineering guidebook series PME standardization on the Cost of avionics systems in
which describes significant activities and @vents in tnhe USAF ajrcraft is described The results of exerciSing the
sof twarg acquisttion 11f& cycle of airporne empedded mode) are reported The significant tasks and scheduling
computer systems acquired within the framework Of Atr for “he next phases of avionics PME gevelopment leading
Force 800-sertes documents This guidebook contains a to the definition and acceptance of a mtlitary avionics
brief description of the othar fifteen guidebooks and PME stancard, are presented
di3cusses the application and use of the various RPT# AD-AOB2166 REPT-1753-01-1-2124 80/01/00 BON24312

guidebooks aquring the acquisition of embadded weapon
system software
RPT# AD-A100216 TRW-30323-6003-Ty-00 ASD-TR-80-5028 80/ 10/00 UTTL Reliability management of tha avionic system of a
84N28787 military strike ajrcraft
AUTH  »/WHITE, A P , B/PAVIER U D CORP
£i110tt-Automation Space and Advanced Military Systems

UTTL  Airborne Systems Software ACquisition Engineering Ltg , Camberiey (England) In AGARD Aviunics

Guidebook for software COSt analysis and e@stimating Reliabil ty Its Tech and Related Disciplines 13 p (SEE
AUTH A/WOLVERTON, R W CORP TRW Defense and Space Systers N80O-19519 10-38)

Group Redonde Beacn CA ABS The system management techniques to achieve the

ABS This guidebook Ass18ts Atr Force Program Office
engineering and management sgrsornel in cOsSting embedded
sof tware for avionics applicati'ons A methodology for cost 2p” ~rtionment of these requirements to each of the
reporting and avoigirg the '90 percent cComplete’ Syndrome ~.tituent parts of the system 1s erplaired The aims
15 preserted An annotated bibliography gives the author’s ot effectivenyss and experience to date of reltlability
parsonal view Of source material relevant to avionics e~onstrations are ou’ tined 79/10/00  8ON19546
SOftwAre COSting using modern Programming practices

RPT¥ AD-A100215 TRW-30323-6012-TU-00 ASD-TR-80-5025 80/09/00
81N28785 UTTL Military adaption of a commercial VOR/ILS sirborne

radio with a ratiability improvemant warranty
AUTH A/FEDER € I B8/NIEMOLLER, D L PAA B/ (Bendix

reliability requirements for the avionic system of the
Panavia Tornado aircraft are described The method of

UTTL Pregicting cost/reliabality/maintainabitsty of Corp Fort Laucderdale, fta ) CORP  Army Avionics
advanced general aviation avionics equipment Research and Development Activity Fort Monmouth, NJ In

AUTH A/DAVIS M R, B/KAMINS M, C/MOOZ, W & CORP  RAND AGARD Avionics Relicb)ity, Its Tech ana Related
Corp , Santa Monics, CA Disciplines 8 p (SEE N8O-19519 10-38)

ABS A methodology s provided for assisting NASA in estimating aBs Low cost, smali lightweight arrbocrne naviqation raceivers
the cost reliactlity, and maintenanca (CRN) ranuiramensy were acquired and raconfigurad to meet U S  Army atrceraft
for general avionics equipment operating in the 1980°., specifications The contract (ncludes a clause reqQuiring
Practical problems of predicting these factors are the manufacturer to assume responsibility for the fileld
examined The usefulness and shrt comings of aifferent reliability ana repair of each receiver for a minimum of
approaches for modeling coast andg raliability estimates four years If successfully implemented, the reliabitity
are discussad together w th special problems caused by the fmprovement warranty should inCrease raljrabiltty,
lack of historical data on the cost of maintaining geharal availability, and maintasnabll ity and reduce the overatl
avtation avionics Suggestions are offered on how NASA equipnent 11fe cycle costs 79/10/00  BON19540

might proceed in ass#ssing cost reliabilisy CRM
implications (N the absence of reliable generalized
predictive mogels uTTL

Impacts of technolegies solected on the reliability
RPT# NASA-CR-152149 RAND/WN- 10233-NASA 78/06/00 8IN19111 s H

ang operational avatlability of ¢quipments Cost
considerattons
AUTH A/GIRARD, J M , B/GIRALD M CORP  Electronigue Marcel

UTTL Summary Of AGWRD aCture Series 100 Me tnodoiogy Dassault Saint Cloud (France) In AGARD Avionics

tor control of life cycle costs for avioniCs systems Reltabiiity, Its Tech and Related Dtsciplings 17 p (SEE
AUTH  A/GABELMAN, 1 CORP  Gavelman (Irving J ) Tocnnical N80~ 19519 10-38)

Associotes, Rome Ny Lecture held in Bonn, 7-8 May 1979 AtY A single criterion, V, 13 proposed to allow manufacturers
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to evatuate the merits of t1echnological variants once an
equIpmENt base)ine version is desipgned and quoted The V
factor s computed for an airborne digital computer, a
Doppler navigattonal radar, and a search and rescue
beacon, each constdered in ttree gifferent versions
79/10/00  8ON19536

UTTL A method for designing multiprocessor arch)tectures
for avionics functions

A/ALECNARD, ¢ B/DEMOMENT & C/ROMAND, P D/GILLON
J o, E/LEMALTRE, v F PAA D/(CERT Toulouse, France)
F/(CERT, Toulouse France) CORP  Socrete Crouzet

Valence (France) In AGARD Advan in Guidance and
Control Systems Usirg Digital Tech 7 p (SEE NBO-14017
05-01)

A ctgital! technigue 13 given for the design of high
performance automstiC Systems The svolution of digital
techniques preserts the automatist with the problem of the
total design of a control system It moans going beyond
algorttnmic synthesis from the beginning, to take into
account all the functional and onerational aspects Thus
i1t 1s possible to optimize the controt system according to
three important criteria regard for the desired
operating performances, the totat cost, and the very
1mportant master of operational safety (reliability
security, maintainability, and availability) 79/08/00
BON14021

UTTL Avionics standardization potential analysts
A/GATES, R K B/SHIPP, R F CORP Analytic Sciences
Corp Reading, MA

The objective of the Avionics Standardization Potential
Analysis program is to deveilop a general methodotogy for
avatuating the benefits accruing from the use of standard
equipment across future USAF avionics systems The
metrodology has been developed using navigation avienics
as peing representative of avionics in general, tn a study
of standardization potential across navigation systems
(SPANS) The methodology covers the process of
establishing future avionics Systems reguirements through
mission anatysis, identification of available equipment
for the destgn Of mission-responstve avionics suttes,
evaluation of future quantitative demands for avionics
equipment, synthesis of mission-capable avionics systems
coliection of relevant cost and reliability Cata anu
evaluation of standard:zaticon options using a

computer -based Standardization Esaltuation Program (STEP)
AD-AQ66138 TASC-TR-1059-3 AFAL-TR-78-168 78/11/30
T9N23958

UTTL Moaular Avior cs Packaging (MAP: CORP  General
Electrtc Co Utrca, Ny €S5S (Arrcraft EQuipment Div )
In consigering Mogular Avionics Packaging, the oujective
of tne General flectric stugy program was to develop an
avicnics eQuipment packaging concept, compatible with
MIL-£-5400 and applicable to multiplatform avionics
requirements stretching 1nto the 1990°‘s Specific elements
evaluateg were Standard Avionics Modula (SAM)
requirements and concepts tntegrated racks and WRA
requirements and concepts, and arrframe tnterface
considerations The V/STOL Type A platform was used as the
driving requirement tn performing trage-off stuadies Key
destgn objectives and constratints included the following
Minimizing installed avionics weight and volume
Mechantcat simplicity, Significant improvement in
Reliabtlity and Maintainability, Eliminating single-point
failure modes, Direct access to Weapons Replaceable
Mooules (WRM), Modules capable of being corduction-cooled
Significant improvement in thermal performance, and
Improved testability at all hardware levels

AD-AQ59637 77/11/30 79N14093

UTTL The Avtonics Laboratory Predictive Operations and
Support (ALPOS) cost model yolume 3

A/TUREK, v P, B/WIENECKE E L 111, C/FELTUS E E
CORP  Westinghcuse Electric Corp , Humt valley, MO

Recent DOD expaerience shows that a prime factor in the
avaluation of alternative weapon systems for performing a
particular mission 15 Life Cycle Cost (LCC) Since 70% of
tho system LCC 15 determined by the end of thae conceptual
phase, it is important that techniques to predict LCC be
available during that phase Since system gefinttion is
not complete enough in this phase to perform Cetatled
analysis using accounting models, the major tool which can
be used s paramet~ic estimating models This report
~escribes a8 model which relates the avafladle design
parameters to LCC via various cost estimating
relationsnips (CERs) 1his document 1§ Voluma 3 of the
Final Report which describes the ¢onsolidated data bawe
Utilize0 to develop the Avionics Laboratory PrediCtive
Opsrations ana Support (ALPGS) cost model The Air Farce
Fiugram Mmonitor was _t Thomas T yames, Jr (AFAL/AAA-3),
System Evaluation Group, Avionic Systems Engineering
8ranch

AD~A059354 AFAL-TR-78 49-VOL-3 78/04/00 TIN14091

UTTL Report on Modular Avionic Packagi'ng (MAP) industry
briefing and response

A/KIOWELL, ¥ R CORP Naval Avionics Center,
Incianapolis, IN

This report provides information related to & mogular
avionic packaging (MAP) concept presented to ingustry on 9
May 1978 at the Naval Avionics Center Indianapolis
Indiana In attendance at this i eeting were 78
representatives of different divisions of 33 companies As
major suppliers of avionics to the Navy comments provided
by these companies were anticipated to be vary useful in
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the further development of packaging approaches for future
a1 10nics  This re~g~t CONtains the responses provided by
industry Although the Companies responoing are identified
by name for reference, a reasonable attempt has been maqge
to render the commants anonymous by removing company names
an¢ product referances The comments have been groupen
1nto categor1€s and summarized, however, no attempt has
bee ~ade in this report to resolve areas of confiiC.ing
spinion given by drfferent companies It i3 not intendea
to tmply that the Navy or this Center endorses agreos, or
disagrees i1n any manner with the comments providid by
ingustry

AD-AQ59193 NAC-TR-2240 78/08/09 7T9N13039

UTTL The feasibility af estimating avionics support Costs
earty 1n the acquisit,on cycle volume 2 Appendixes
A/MQRGAN, v D B/FULLER, A B CORP  Institute for
Defense Analyses, Arlington, VA C5S (Cost Analysts
Group }

This paper reports on research to determine the
feasibility of developing mathods to estimate &arly in
the system acquisition Cycle tha potential support cOst
inputs of alternative avionics components envisioned far
Air Force and Navy fignter aircrafét Suppc-t costs are
defined as those COSts tncurred at the organizations)
intermediate and depot levels to maintain avion'cs
equipment and the Costs of a8vioniCs spares and repatr
parts support Volume 2 is a compirlation of appendixes
containing additional material to support the vasic
report, including summary evaluations of forty eight key
documents encountered in the litarature search
AD-A0S3486 AD-E500026 P-1292-VOL-2 IDA/HQ-77-19873
77/09/00 78N28093

UTTL Genera) aviation avionics equipment maintenance
A/PARKER, C D B/TOMMERDAHL J 8 CORP Resgarch
Triangte Inst Research Triangle Park, NC

Matntensnce of general aviation avionics equipment was
investigated with emphasis on single engine and light twin
engire general! aviation ajrcgraft Factors considered
tnctude the regulatory agencies avionics manufacturers,
avionics repair stations the statistical character of the
general avtation community and owners and operators The
maintenance, environment and pet formance, repair costs,
and reliability of avionics were defined It 15 concluded
that a significant economic stratification 15 reftected n
the maintenance problems encountered, that carefu)
attentton to installations and use practices can have a
very positive impact on maintenance problems and that new
technologires and a general growth 1n general aviation will
impact maintenance

NASA-CR-145342 RTI-1464-00-00F  78/05/00  78N24132

UTTL Prelimtnary candidate advanced avionicy system for
eneral aviation
A/MCCALLA, T M, B/GRISMORE F L C/GREATLINE S E
D/BIRKHEAD L M CORP  Univaersity, of Southern [ilinors
Carbondale
An integrated avionics System design was carried out to
the level which indicates subsystem function and the
methods of overall system integration Sufficient getail
wag included to allow 1dertification of possible system
comporent technologtes and to perform reliabiiity
modularity maintainabiiity, cost aid risk analysis upon
the system dexign Retrofit to older aircraft
avatlability of this system 10 the single engine two place
aircraft, was considered
NASA-CR- 152025 77/07/00 78N10060

UTTL Avionics maintenance study

A/OWENS, P R B/STUOMN, M R, C/LAMB, F D CORP
Ajir Force Avionics Lab  Wright-Patierson ifB OH
Avionics maintenance has become a major contributor to the
1ife cycle cost of weapons systems and this Study was
undertaken to Qgain insight into factors contributing to
the cost of avionics maintenance To become familtar with
the protedures employe~ and operating conditions
encountered in the operstiona)l Air Force, a team from the
Air force Avionics Laboratory visited several avionics
maintenance squadrons, along with depot organtzations at
Alr Logistics Centers Through interviews with both
supervisors and majntenance technicians at these
organizations, a familiarization with the working tevel
procedures was acquired Similarities and atfferences in
procedures, personnel, test equipment, complaints and
2quipment supported at fnstallations under different major
commands were noted A wide range of avionics from old,
tube type equipment through the latest solid state
eguipment just being Introguced into the inventory was
constdered in the selection of organizations to be
%451888 Taffreuiilivs 1n Obtaining replacement parts and
dissatisfaction with test equipment were found to ba the
problems most often voiced by maintenance personnel To
parsons from a laboratory environment, the age of some
equipment stil}) in use waAs shacking and the necessity for
designing avionics %o provide reliable service for 15 to
20 years was strongly reklized The need for early
consfideration of ATE requirements to insure rapid
cost-effoctive fault isolation in new avionics design is
omphasized as one conclusion to the study

AD-AQ42568 AFAL-TR-77-90 17/08/00 78N10003

UTTL Use of commercial off-the-shelf equipment in
mriitary aircraft
A/SCOTY D L

Fort Belvoir, VA
The goals of the project were to tdentify and ovaluate the /

CORP  Defense Systems Management School,

[IT W
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dgocuments controlling the performance environmental
testing and reliabsiity testing of commercial avionics
equipmant, and to compare these proceduraes with
conventional military practice, snd to analyze and
nightight those factors which imgact the decision of an
ACQUISItION Program mananar whn 18 considoering the ue of
commercial equipment {n mil'tary airgraft

AD-A033818  76/05/00  7IN23103

UTTL 4 lessons-learned study of an Aiyrborne UNF radio
program

A/MEDLIN, K A CORP Air Force Inst of Tech .
Wright-Patterson AFB, OM €55 (School of Engineering )
A study was made on the ovolution Of tho major subsystem
program Of primary concern was the manner in which a
progran is in‘tiated the changes which it undergoes and
the reason for the changes The intent of the study was
to extract 16s30ns learned which might be of benefit to
others 1n subsvatem program management The Study was
accompl ished by reviewing program data ang interviewing
key participants This data was reviewed through an
hypothesized framework of inttia) attempts regrouping
natura ar~ direction sclicitation, evaluation snd award
of & subsystem program This Study has shown the
aifficulty 1n establishing a basis of action for a
subsyStem program, the subjective nature ot requirements
the difficuity {n butlging competition and openhandedness
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into a program, and the complexity of a program sven when
tt 1S a subsystem In addition, tt was shown that the
hypothesized framevork was realistic in reviewing the
evolution of a subsystem program

AD-A021264 GSM/SM/755-6  75/09/00  76N29473

UTTL Models and methodology for 11fe cycle COSt and test
and evaluation analysis

A/ANDERSON, R H 8/DIXON T E . C/COUCH, R F , UR
O/NEWHART, W H  JR CORP Office of the Assistant for
Study Support, Kirtland AFB, NM

This report gocuments various models and methodology which
were developed du ing the course of some analytical
studins on 1ife cycle ¢ost and test and evaluation These
studtes were conducted by the Office of the Assistant for
Study Support (0AS) at the request of OCS/Development
Clans Heacquarters AFSC The objectives of the study were
to Investigate *he present methods of subsyste
reliabtiity specification and identify limitations
associated with those methods 1investigate new and
fnnovative techniques for subsystem reliadi)ity management
ang fdentify benefits to vbe derived in terms of higher
porformance/lower costs, and, develop models and
mathodology applicable to life cycle cost and test ang
evaluation analyses (Modified author abstract)

AD-782182 OAS-TR-73-6 73/07/00 TAN34516
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